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Introduction 4

0: Introduction

This paper describes three high level programming tools which have been
developed to aid in general language manipulation. All three have been
implemented in PS-algol to be compatible with each other and make extensive use
of PS-algol's programming facilities. The tools are

* Lgen, a lexical analyser generator.
° Pgen, a parser generator.

* Sgen, a structure editor generator.

Lexical analysis is the process of taking a stream of characters and breaking it
into semantically meaningful units or tokens. Parsing takes these tokens and
assembles them into a structure that represents the meaning of the entire string. A
structure editor allows a user to edit the structure represented by the string and

therefore it is impossible (in theory) to generate a meaningless string.

Lgen and Pgen are extremely general in their potential use. They can be used
for applications varying in scale from a single key response to an interactive query to
the analysis of a script in a high level programming language. Sgen has a more
specialised role. The current implementation is directed very much toward texts of

programming languages and other applications of that scale.

0.1: Notation and typographical conventions

The bulk of the text of this report is in the Palatino font (this one). PS-algol
source code, as well as isolated keywords, identifiers and string literals, are in the
Courier font; keywords are distinguished by being in boldface, identifiers in

italics, and string literals in plain text. (Bold face is also used for emphasis
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occasionally). Metasyntactic expressions are in Zapf Chancery and Unix commands

or filenames, including the names of PS-algol source files, are in Helvetica.

0.2: Historical Notes

These tools were all implemented by Stephen Blott in twelve weeks in the
summer of 1987, as a student vacation project. The specifications for the tools were
derived from the Unix tools lex and yacc and from the Cornell Synthesizer

Generator. The project was supervised by Malcolm Atkinson and Jack Campin.
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1: A User's Guide to Sgen Editors

An Sgen editor allows the editing of a script of a language that will always
maintain a meaningful string of the language. All editing actions are in terms of the
abstract syntax tree (AST) of the script. The abstract syntax of a language is a syntax
that reflects the semantics of\ the language while ignoring the concrete syntax

required for parsing. In order to use any editor generated by Sgen it is essential that

the abstract syntax of the language be understood.
L.1: The Editing Paradigm

During an editing session the screen is split into two parts. The top four lines
are used for commands and messages while the lower window is for displaying the
abstract syntax tree. There are several editing commands, all of which are described

below, but first I will describe the general editing paradigm.
1.1.1: Selecting Nodes of the Tree

There is always a current selected node. This is indicated by the inverted
video section of the screen. Nodes of the AST may be selected by the mouse. Click
the left-hand mouse button over a section of the script and the lowest enclosing

node of the tree will be selected as the new current node.

1.1.2: Selecting Commands

There are two ways of selecting each command. They can be selected using a
menu which pops up whenever the right-hand mouse button is clicked. The

required command can then be selected by the left-hand mouse button. All
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: i lection
commands are also available from the keyboard by a single letter command selec

mechanism.

1.1.3: Entering Strings

Whenever the user is required to enter a string the system will produce a
string editor in the command area of the screen. If it is appropriate the‘ editor will
already contain a string to edit. The string editing operations that are available are

e entering and deleting characters at the current cursor position

s deleting all the characters to the left of the cursor with the "oops” key

e positioning the cursor with the left-hand mouse button.

To return the current string type <return>. One point to be careful of is that the
string editor returns only those characters to the left of the cursor at the end of the

string edit. Therefore, before ending the edit, the cursor should always be at the

right-hand end of the string.

1.1.4: AST Display

The display on the screen of the AST is limited to only those parts of the tree
that are "near” to the current node. Any part of the tree which is too far away to be
displayed is folded into an icon. The icon is in the form of the name of the; type:‘ (')f
node which was folded enclosed within curly brackets. The definition of near. is
given in terms of two numbers. One indicates how high up the tree to look to find
the root of the display. The other indicates how many levels of the tree below the
current node should be displayed. These two values can be altered by the ’control

command thereby changing the display characteristics at runtime.
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1.2: Commands

This i . ..
is is a list of all the editing commands that are available in any editor

enerat i i
g ed by Sgen. With each command is given the single key that can be used to

et the
g command. If the reason for the choice of key is opaque then the word that it

1s supposed to abbreviate is also given.

up: \
p: Changes the currently selected node of the AST. The new current node

becomes the parent of the currently selected node. The key is "u"

down: Also changes the currently selected node of the AST. This time the
new node is one of the children of the current node. The user is asked which
child to select. The number of the child should be indicated by the appropriate
digit on the keyboard. There is no need to press <return>. This decision
implies that no AST node may have more than nine children. The increased
ease of use was felt to out-weigh this limitation. Any situation where an AST

node has more than 9 children is likely to be unmanageable for the user. The

key iS ||du.

right: Ad i
g vances the cursor in a root-to-left-to-right traverse of the

nonterminal nodes of the AST. The key is <return>

Ieft: Appli
pplies the same cursor movement as the command above except in the

opposite order. The key is <space bar>.

del: i
el: Deletes the current nonterminal AST node from the abstract syntax tree
Th i i '
e old limb of the AST is, however, still used for attribution. The key is "k"

to stand for "kill node".

ﬁ-f—f,
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undel: Reverses the effect of del. The section of tree that was removed by the

delete at that node is replaced. The key is "1" to stand for "live" which is

(almost) the opposite of "kill".

add: Allows text to be added at a deleted node. The editor must have a parser
for that type of node. The user is prompted to enter text. The text is parsed. If
the parse is successful then the generated AST is inserted at the current node

"

and re-attribution takes place. Otherwise no change is made. The key is "a".

root: Sets the current node to be the root node of the tree. The key is "r".

"ot

start: Sets the current node to be the leftmost node of the tree. The key is "s".

end: Sets the current node to be the rightmost node of the tree. The key is "e".

change: The specialisation of add for terminal symbols. Any terminal symbol
can be changed. The user is prompted for a string. This string is sent through
the lexical analyser. If the entire string corresponds to a lexical token in the

same class as the original token then the replacement is made followed by re-

attribution. The key is "¢".

pack: Copy to the clipboard. The Sgen editor maintains a clipboard of named
pieces of AST. These fragments can Jater be placed in any position compatible
with that type of node. The user is asked for a name to store the current node

under. If there is already something stored under that name, it will be

overwritten. The key is "p™.
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unpack: Retrieves a fragment of AST from the clipboard. The current node
must have been deleted. A menu appears of all the AST fragments that are
held. The user can choose a fragment using the left mouse button. The
fragment of AST associated with that name in the clipboard is then put in

place in the current tree if it is of the correct type. The key is "o" to stand for

"open".
quit: Quits the editor. The key is "q".

control: Gives the user the option of changing various details of the display.
See the section below on display parameters. The key is "A" which is intended

to represent a rise in level.
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2: Programmer's Guide to Lgen, Pgen and Sgen

This section gives a programmer's guide to the three programming tools
Lgen, Pgen, and Sgen. Lgen and Pgen are extremely general purpose programming
tools suitable for all applications from a small scale user response to an interactive
prompt to a full scale program in a high level language.

All the procedures can be found in the PS-algol database "steve™, with
password "steve", which should be made when the system is built. For precise
details on how to use these programs to create lexical analysers, parsers or editors,
examine the examples in the "tester" directories (see sections 2.1.4,2.2.3 and 2.3.4).

Details of the implementation and loading of the systems are given in the

hacker's guide (section 3.2).

2.1: Lgen - a Lexical Analyser Generator

Lexical analysis is the process of taking an input stream of characters and
breaking it into groups of characters or tokens. The characters of the token (or
lexeme) form one semantically meaningful unit of the language. The input could be
anything from a high level programming language to a user response to a simple
interactive prompt. If the abstraction at this lexical level is not made, code tends to
become cluttered and opaque with the important features hidden. If the lexical
abstraction is rewritten for each application, programmers find themselves
repeatedly rewriting very similar code. The solution is to generalise the lexical
abstraction by writing a lexical analyser generator.

Lgen is such a tool for building lexical analysers. When provided with a
specification (described below) it will produce a function for breaking up a string into
tokens. The schematic type of Lgen is

lexical specification — {(character stream - token stream).
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There are several i i
benefits from using such a system rather than a programming

solution:

o The i . . .
e implementation time is decreased. The specification can be written

quickly and correctly.

L

Given that the specification is correct the lexical analyser will be correct, All

debugging and modification work can be done at a specification level

oA . .
standard type of lexical analyser is produced. This allows for flexibility in
th i
at analysers may be interchanged and programmers coming across an analyser for

a new purpose will already be familiar with the interface.

Lgen is stored under the key "l1gen" in a structure class

structure lgen.box (

r * -
proc (*pantr -> proc (pntr -> pntx)) lgen.place)

where i ifi
the parameter *pntx is the specification and the proec |

. pntr ->
returned is the analyser generated. e

2.1.1;: Lgen Specification

An L e
gen specification is a vector of token declarations. Each token must be

declared using a structure of the class

structure t.spec (

string t.pattern, to(a)
t.token; ! (b)
bool return) ! (c)

Th . L
e meaning of each field is as follows (note that I have changed the order in the

discussion of the fields):

(b) t.token: is i i
oken: This is the name that will be associated with every instance of this

cl i
ass of token. The name of the semantically meaningful unit. Some examples of
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token names might be "identifier™ or "begin.token".

(¢) return: This indicates whether this token is to be exported or not. Tokens can
be specified in terms of other tokens. It is therefore desirable that a user may define a
token purely for the purpose of use in a future token declaration. In this case it is not
required that this token ever be recognised in itself by the analyser. By setting this
field to £alse the user can specify that this is a private token. i.e. the token is not to
be exported. A typical example of this might be in declaring a token to represent
identifiers. It may be convenient to introduce a token to represent letters. Clearly the
Jetters' token is not required ever to be recognised in its own right.

(a) t.pattern: This is the description of all character sequences that can be
instances of this class of token. The description is in the form of a stylised regular
expression (RE). An RE can be either a) a literal or b) a structured combination of

regular expressions. In BNF notation an RE is

RE = literal M
I " named RE " @
| [ RE 1 - )
| < RE > @
I ( RE_fist ) ©)
| RE; RE, ©)

(1) literals: These can be any single character. Because of the eight operator
characters ", [, 1, (,),|,<, and >, an escape character is needed to
generate these as literals. The escape character is ' (an apostrophe, as in
PS-algol). You escape the escape character to get the literal apostrophe.

(2) names: The regular expression associated with another token can be used
by enclosing the token name of the required pattern in quotes, for
example, "letter” to use the regular expression for letters. A linear

scoping scheme is implemented. i.e. a token name t; can only be quoted in
ping P i Y
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a token definition t;such that i< ;.

(3) repetitions: These indicate that the given regular expression can appear
any number of times (including zero). For example, "aaa", "a", and v all
match the pattern [a]. In this case the inner regular expression is trivial
but, in general, it can be arbitrarily complicated.

(4) options: These define the inner expression to be optional; it can appear one
or zero times.

(5) alternatives: This type of definition indicates that one of a series of regular
expressions can appear. Each option is separated by a vertical bar |. For
example, this mechanism would be used in the definition of the token
"digit" as (Ol132|3]4|5!6l7]819).

(6) sequences: These mean that the regular expression RE is obtained by any
instance of RE, followed by an instance of RE;. As such they are the most
commonly used combination mechanisms. Note that there must be no

spaces between the regular expressions, as the space itself would be treated

as a literal expression.

Note that there are no facilities for specifying ranges of ASCII characters.

We are now in a position to give a specification example; a language of

positive integer expressions with the four main operators, brackets and identifiers,

The identifiers are as used in PS-algol. Note that much of the input is distorted by

the need for PS-algol escape characters. This problem is overcome by use of the
program Lexan described in section 2.1.3.
let specification = @1 of pntr |

t.spec (" ( fre, "whitespace”, true), ! tab or space

t.spec ("(031121314!5[6)7}8:9)", "digit", false),

t.spec ("' "digirrng 'vdigit e, "number", true),
t.spec ("' (", "open bracket™, true),
t.spec (") ", "close bracket", true),

—‘vf—i
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t.spec ("(+|-1*|/)", "operator", true},

12y
t.spec ("(alblcldlelfiglhliliikiliminlolpigirisitlulvivixiyiz)®,
.sp

"small'", false), )
I3

WIXIYiZ)
t.spec ("(AIBICIDIEIFIGIRII|IJIKILIMINIOIPIQIRISITIUIVIWI

"big", false),

" “ e
t.spec ("('"big'"|'"small'™)", letter", false),
- " " false)
t.spec (" ('"letter'"| Trdigitt™y”, character™, ’
t.spec ("'"letter'"[('"character'"] trdigittm)y 3T,

"identifier", true)]

2.1.2: The Lexical Analyser

i i cific
The lexical analyser produced is a procedure which will generate a spe

i i ject of class
analyser given an input stream. The input stream is an object

structure l.stream

" " procedure
proc (-> string) ls.gtok; ! the "get" p

proc (string) ls.ptok) ! the "put". procedure .
There are two procedures; one to deliver the next character of input and on.e :
receive a character back. Any characters sent back should be subsequently T'ettl.rrfe
again on future calls to 1s.gtok. These procedures are responsible for malintammg
ai input buffer. The problem of providing accurate error inchrmatlorT wisl
considered too difficult to generalise so has been left to the user. Typxically thixs wi
consist of two extremes, one where the job is so trivial that error diagnostics :Z
unnecessary and the other where the application is so complicated tha}: »
requirement has to be tailored to this specific case. The "get" procedure sho
return " " repeatedly when the end of stream is reached. | .
Given an instance of 1.stream, a lexical analyser will be produced.

lexical analyser is an instance of a structure class

structure l.pack (
proc (-> pntr) gtok; v (a)

pntr spellings)
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(a) gtok: This always provides the next lexeme descriptor that can be
matched on the input stream. If two tokens can be matched, the longest is returned.
If there are two (or more) of the same length then the one that was declared last
(nearest the bottom) in the specification is returned.

(b) spellings: This is a table of all the lexemes seen. The table is indexed
by lexeme to the lexeme descriptor returned by gtok. There is a single entry in the
spelling table for each lexeme and thus the same instance of s.entry (see below) is
returned every time the same lexeme is recognised. In particular, if an identifier has
been seen once then all subsequent times it is recognised the same descriptor will be
returned.

A lexeme descriptor (that which is returned by gtok and held in the
spellings table) is an object of structure class

structure s.entry (string s.lexeme, s.token; pntr s.tail)
The first field is the lexeme that was matched - a copy of that section of the input
stream that matched a pattern. The second field is to indicate the class of token of
which this lexeme is a member. The third field is unused but is there to enable a
user to attribute information to lexemes, for example symbol table entries; in Sgen

(see section 3.7) it is used to point to the parent of a terminal node.

2.1.2.1: Whitespace

The name "whitespace" is a special token name which the analyser will
skip if it recognises it on the input and will continue searching for the next token.
This corresponds to the notion of whitespace in most lexical analysis applications.
Note: this does not mean that in its declaration the return field is set to false. Itis
of lexical significance and therefore has the return field set to true. Whitespace is

handled at a higher level than basic lexical analysis.

17 Lgen, Pgen and Sgen

2.1.2.2: Errors

In the event of the input stream not matching any pattern in the analyser, the
machine searches for the next segment of the input which will match a pattern. It
then returns a token with the s. token field "error.token" along with a lexeme

that is the entire section of input which would not match any token.

2.1.2.3: End of File

When the stream function returns " " to indicate that the end of file has been
reached, the analyser returns a token with s. token field "_eof". All subsequent

calls to the analyser will produce this same token.

2.1.2.4: Warning

A warning should be given here about the dangers of defining a token that
can be matched by the empty string. If the token is ever matched then it will be

matched infinitely many times and the rest of the input stream will be lost.

2.1.3: Lexan

Lexan is an auxiliary program that can be used to aid the building of lexical
analysers. Because of the use of control characters necessary in PS-algol it can become
quite confusing to enter a specification within the body of a program. It can also be
quite messy as each individual declaration has to be boxed up in a structure. For

these reasons the program Lexan, stored in a structure

structure lexan.builder.box {

proc (string -> pntr) lexan.builder.place)




Programmer's Guide 18

under the name "lexan .builder", can Be used. It takes in a filename in which
each declaration is given over three lines. The first is the name of the token. The
second is the pattern. The third indicates whether the the token is returnable or not
("y" indicates that it is and "n" indicates that it is not). There are some special cases
built into the program.

The character "\ " is used as the escape character within patterns.

\n is the newline character

\t tab

\b space

A\ backslash

\string.any any character (or sequence such as 'n) that can appear

in a PS-algol string
\comment .any any characters that can appear in a PS-algol comment
The last two were included to aid in the building of the PS-algol test analyser and
remained since they were of such practical use in other places.
The structure returned by Lexan is of class
structure lexan.box (proc (pntr -> pntr) lexan.place)

and contains the required lexical analyser.

2.1.4: Tester

There is a test lexical analyser that comes with the system. It is an analyser for
simple positive integer expressions. A shell script, LOAD.tester, is provided to load

the system. It is useful to experiment with this example.
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2.1.5: Lgen and Lex

Lex (see [LESK79] in the references) is the standard Unix tool for creating
lexical analysers. Lgen provides all the essential features of Lex in a cleaner way, in
that PS-algol provides higher order functions and persistence, so there is no need to
output source code as Lex does. This leads to a more appealing implementation of a
lexical analyser generator.

Another difference from Lex is that the finite state machine generated is
interpreted rather than compiled; this could be avoided by adding a back end using

the callable compiler, but this is not likely to lead to a large increase in speed.




Programmer's Guide

2.2: Pgen - a Parser Generator

Pgen is a parser generator. It can be used to generate parsers which take the
stream of tokens and generate a structure representing the semantics of the stream.
The lexical analyser should be produced by Lgen. Pgen is an SLR(1) parser generator.
The reasons for wishing to use a parser generator are exactly as indicated for Lgen.

The schematic view of Pgen is also similar:

syntactic specification — (token stream — parse tree)

Pgen is stored under the key "pgen™ in a structure of class
structure pgen.mk.box {

Proc (*pntr, *string -> pantr) pPgen.mk.place)

where the *pntr and *string parameters are the two components of the

specification (see 2.2.1) and the pntx returned is a table of parsers (see 2.2.2).

As before, T will start with a description of the specification process and then
detail the workings of the generated parsers.

2.2.1: Pgen Specification

The motivation for the design of Pgen was initially to aid in the development
of Sgen. As such parsers were required for various parts of the language as well as
for the language as a whole. For this reason the parser generator was required to
return a table containing parsers for all the nonterminals that the specification

required.

A Pgen specification is in two parts. (1) A BNF grammar and (2) a vector of

strings naming the nonterminals for which parsers are required.

The BNF specification takes the form of a vector of pointers each of which

represents a rule of the grammar. Each is a structure of class

Lgen, Pgen and Sgen
21 }

structure p.spec (
string ps.rule;

proc (*pntr -> pntr) ps.action)
Each ps. rule should be a string containing

1) the name of the nonterminal that this is a rule for;

2) the symbol "::=", pronounced "derives"; »

3) a list (possibly empty and separated with blanks) of names. These names

should be either the names of nonterminals of the grammar or names of
terminal symbols to be recognised. A nonterminal is in the lexical c‘lass :f
PS-algol identifier while terminals are the same but prefixed with the
symbol ‘#'. A list of occurrences of these symbols will be used to form an
instance of the nonterminal on the left.

LR parsing naturally supports the evaluation of one synthesized attrib:‘t‘e.
Typically this would be the abstract syntax tree of the current parse. To support. is,
along with each nonterminal node of the parse tree, there is space for one p(;mrte:1
value. The procedure ps.action is executed when all the subtrees fo '
nonterminal have been completed. The value it returns is the value that 1.s
associated with this instance of the nonterminal. The arguments that are passed to it
are the value associated with each of its children. If the subtree is a literal then the
lexeme descriptor (an s.entry) is passed instead. N )

Generally the ps.action attribute is the abstract syntax tree but it Ca.n be ;15;
for anything. The following is an example specification. It is a contm.uanon o. e
integer expression example given in the last section. Here the synthesized attribute
is used not as an AST but to evaluate the expression. We will require that the value
at the root node is an instance of

structure a.number (int the.number)
with the correct integer value in place. The first step is to write the procedures that

e . iables
{1l be used in the evaluation. The specification is then created in two varia
will be




o
L)
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spec and required, required being the vector of nonterminal names that need
to have parsers created for them.

let do.operation = proc(*pntr v -> potr)

case v{2) (s.lexeme) of

"+":  a.number(v(l) (the.number) + v(2) (the.number))
U"=": a.number(v(l) (the.number) - v(2) (the.number))
"M a.number(v(l) (the.number) * v(2) (the.number))
"/™: a.number(v(l) (the.number) / v(2) (the.number))
default: {abort; nil} ! error

! assume a procedure gval of type proc (string -> int)
! which finds out the number represented by the string
let do.number =
Proc (*pntr v -> pntr);
numbe; {eval (v (1) (s.lexeme)))
let do.bracket =
Proc(*pntr v -> pntr);
v{2)

let spec = @1 of pntr |

Pp.spec ("exp ::= exp #operator exp", do. operation),
p.spec ("exp ::= #number", do.number) ,
Pp.spec ("exp ::= #open exp #close", do.bracket)}

let required = Q1 of string {“exp"]

let editors = pgen (spec, required)

let expression.parser.pack = 8.lookup ("exp", editors)

structure a.parser (proc (pntr -> pntx) the.parser)

let expression.parser = expression.parser.pack (the.parser)
This specification is particularly simple-minded. I have ignored the identifiers
defined in the lexical specification, and also the fact that this grammar for integer

expressions is ambiguous. In this example only one nonterminal, exp, is declared

and all the other symbols are terminals.
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2.2.2: Pgen Parsers

Pgen returns a pointer. This pointer is to a PS-algol table indexed by
nonterminal name onto structures of the class
structure a.parser (proc (pntr ~> pntr) the.parser)
The parameter expected is a pointer to an I1.pack as produced by Igen. This is
used to generate the stream of tokens. The pointer returned is to the parse tree (or
derivation tree) that was produced. The type of this tree is

structure p.tree (

pntr p.gs; ! a grammar.symbol; see section 3.6, III
*pntrp.children;

pntr p.action, p.parent, p.value;

bool p.deleted)

The field that is of direct interest is the p. value field. This contains the value of
the synthesized attribute at this node. The whole parse tree is made available as the
derivation may be of use. The field p.children contains all the children of this

nonterminal node. Each one is either another instance of p. tree or an instance of

s.entry to indicate a terminal node.

When Pgen is used to parse a token stream, the token stream is exhausted. It

is not possible to reuse that stream afterwards.

2.2.2.1: Specification Errors

If the specification is invalid in any way then Pgen will return nil instead of
the table of parsers. Some internal errors (in the specification of the grammar) will

cause Pgen to abort.
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2.2.2.2: Error Recovery

Pgen does not attempt any error recovery. Generalising error recovery in LR
parsing is beyond the scope of this project and as such the problem was put to one
side. In the event of an error, the Pgen parser will simply return nil rather than a
pointertoap.tree.

The willingness to .accept this decision was influenced by the fact that Pgen
was designed specifically for use in Sgen, the structure editor generator. When using
a structure editor it is typical to type only small sections of text to be parsed at any
time; in general, less than one line of characters. With such small strings, error

recovery is not as significant.
2.2.2.3: End of Token Stream

Pgen assumes the same mechanism as Lgen uses to signify the end of file. It is,
in theory, possible to plug a hand-crafted lexical analyser into Pgen but should not in

general be necessary.
2.2.3: Tester
There is a test parser that comes with the system. It is a parser for simple

positive integer expressions. The shell script LOAD. tester loads the system. As with

Lgen, this is a useful tutorial example.
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2.2.4: Pgen and Yacc

Yacc (see [JOHN79])is the standard parser generator tool in Unix. It implements
parser generation for a slightly wider set of grammars (LALR(1)) than Pgen.
However, Pgen makes use of higher order functions to clean up the implementation

of many details of the specification, the generated parser and the synthesized

attribute evaluation.
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2.3: Sgen - a Structure Editor Generator

The initial motivation for Lgen and Pgen was to produce a language based
editor generator, Sgen. Sgen should have the schematic type

language specification of L — ((sentence of L and input) — sentence of L),

The specification of a language to the degree that an editor can be generated involves
the description of several features of the language:

® Lexical syntax: This is done simply by providing a lexical analyser
constructed by Lgen.

¢ Concrete syntax: More than simply a parser for the language is required
here. Each construct of the language that the user of the editor will be allowed to edit
individually will need its own parser. This was the main motivation for Pgen being
designed sc that parsers are generated for all the nonterminals listed in the second
field of the specification.

¢ Abstract syntax: In general the structure of the concrete input syntax is
distorted by the needs of parsing. Therefore a syntax which reflects the semantics of
the language is required. All editing is done in terms of the abstract syntax tree. Sgen
requires that the abstract syntax be specified. Sgen itself does not build the AST as the
construction of an AST node from possibly a collection of parse tree nodes is not an
easy problem to describe in generality. Each parser given to Sgen is therefore
required to produce, as its synthesized attribute, an abstract syntax tree. Sgen then
provides an editing executive to edit and maintain this. A description of what the
abstract syntax should be is in section 2.3.2.

° Unparsing scheme: The translation from input stream to abstract syntax tree
loses the original layout of the script on a page. Indeed, this layout may never have
existed in its entirety if the script was generated entirely within the editor. It is
therefore required that the user specify the layout of the script on the page.

e Attribution: While an AST is being maintained it is natural to wish to be
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able to analyse static semantic features of the language, as in type checking and scope
checking of identifiers. A facility to do this is implemented by means of an attribute
grammar that is specified along with the abstract syntax tree and whose evaluation is

maintained by Sgen as the AST is updated.

Sgen is of PS-algol type
proc (pntr, pntr, *pntr, int, int -> proc (pntr -> pntr))
where all five parameters are required for specification (see 2.3.1) and the generated

editor is the proc (pntr -> pntr) (see section 2.3.3). It is stored in a structure

sgen .box with one field called sgen.place of the type above.

There follows a description in detail of the specification of an Sgen structure

editor. Following that, the operation of the editor is described.

2.3.1: Sgen Specification

Sgen is of PS-algol type

proc (pntr, ! (a)
pntr, ! (b)
*pntr, ! (c)
int, int t(d)

-> proc (pntr -> pntr})
The parameters of the specification are as follows:
(a) pntx: This is to the lexical analyser. It should be stored in a
structure lexan.box (proc (pntr -> pntr) lexan.place)}
and will be used to generate a lexical analyser every time a string needs to
be parsed.
(b) pntr: This is to the parsers that are to be used. The parsers should be

stored in a PS-algol table as returned from Pgen. The synthesized attribute
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should be of type AST which is described below.

() *pntx: This is the specification of the AST. This includes specification of
the unparsing scheme and of the attribution. Each pointer should be to a
node of structure class

structure ast.dec(

string dec.spec; (L)
bool dec.parsable; t(2)
string dec.parse.as; t(3)
bool dec.is.root; I (4
string dec.unparse; t(5)
pntr dec.attribution) ! (6)

These fields are:
(1) a string for the AST rule specification (described below).
(2) abool indicating if this type of node is parsable,
(3) a string indicating the parser to be used to create a node of this type.
(4) abool to indicate if this is the type of the root of the tree.
(5) a string to indicate the unparsing scheme (described in 2.3.1.2).
(6) a pntr to a specification of the attributes and evaluation rules that will
be required at every instance of this type of node (see 2.3.1.3).
(d) Two ints to describe the initial display parameters of the editor that is

generated. See section 1.1.4 on display parameters.
2.3.1.1: AST Rule Specification

An AST rule specification is a string, which should contain

(a) the name of the abstract nonterminal that this rule is declaring a right-
hand-side for. Abstract nonterminals all have the lexical syntax of PS-algol
identifiers but must have capital first letters.

(b) the derives symbol ": : =".

(c) the constructor for this rule. This is the name that identifies a node built
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using this rule. The lexical syntax of a constructor is the symbol "@¢" followed by a
string with the syntax of a PS-algol identifier.

(d) the argument _list enclosed within round brackets. Each element of the
argument list (which could be empty) must be either a node class of the AST or the
name of a lexical token. Lexical tokens are specified by a PS-algol identifier prefixed
with the "#" symbol as with literals in a Pgen specification.

As an example of a group of AST rule declaration strings, I will continue with
the integer expression example. In the parser example I used a simple minded
concrete syntax. The common unambiguous concrete grammar for expressions is
extremely distorted and would certainly require an abstract syntax such as the one

given below.

"Exp ::= @Number (¥number)™

"Exp ::= @Id{#identifiexr)"

"Exp ::= @Bracket(Exp)}"

"Exp ::= @PlusOp(Exp Exp)"

"Exp ::= @MinOp(Exp Exp)"

"Exp ::= Q@DivOp(Exp Exp)"

"Exp ::= @MultOp(Exp Exp)"

"Exp ::= @Let (#identifier Exp Exp)"

2.3.1.2: Unparsing Rule Specification

Each ast.dec will have a rule such as the ones above and also an unparsing
(display) scheme for the particular form of node. This is also specified by meéns of a
string. The string contains a list of tokens of five classes separated by whitespace
(blanks or tabs). The five token classes are
e literal: Enclosed within quotes - ""1iteral""

» child: To indicate that a child's display should be put at this place. The selection of

which child is positional on the number of children already displayed. This is
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indicated by the token "@".

° tabbing: Tabbing is not done normally. Tabbing indicates the position of the left
margin. This allows for features like indentation of blocks. To set the tab one more
unit to the right use the token "->" and to the left use the token "<-".

e attribute values: To display the value of an attribute the format is s . name where
name is the name of the attribute to be displayed. All attribute values are pntr but
the value of any attribute to be printed must be of an instance of the structure class

structure att.printable (string att.string).

Attribute values are not printed when the unparse is as a dump of the tree for
oufput as opposed to going to the screen

° hidden literals: To indicate-that this literal should be printed at this position
during an unparsing for the screen but should be omitted if the text is for output.
This allows literals to be used o guide editing or explain an attribute value that is
being printed where the literal is no part of the syntax of the script. This type of

unparse is obtained by prefixing a literal unparse with a colon character, for example

t"value =

An example of unparsing rules would be

@Number » @ »

@I1d g om

@Bracket " tw(in g eyt
BPlusOp " @ 'vqgim @ n
@MinOp R IR R
@DivOp @ otn e g om

@MultOp " @ Tk @ "
@Let 1] '"let e @ o rw - :nunvn @ nuvninlnwu @ P
N .

ote how these strings are confused by the requirement for PS-algol control

characters. This is clearly an area for improvement.
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2.3.1.3: Specification of Attribution

Attribute declarations are associated with each constructor for each type of
AST node. The specification takes the form of a list of individual attribute
specifications where the list must be a structure
structure mk.Att.list (pntr Att.elem, Att.next)
Each attribute declaration takes the form of a pair held in an instance of the
structure class
structure Att (
string Att.spec:
proc (*pntr -> pntr) Att.eval)

The string specifies the name of this attribute and where the arguments for its
evaluation should be found. The proc field is the evaluator for each instance of
this attribute. The structure of the string is as follows:

e the name of the attribute being assigned to. This has the lexical syntax of a

PS-algol identifier.
® an assignment token : ":="
¢ an open round bracket " (".
¢ a list (possibly empty) of other attributes and values each of which must be

one of four classes (where name has the form of a PS-algol identifier)

e ~.name to indicate a parental attribute
e Q.name to indicate another attribute of this node
e Si.name to indicate an attribute of the i'th child of this node. The

number i must be a single digit. This effectively limits the number of
children of an AST node to 9. I do not feel this to be a great limitation

as an AST node should be simple enough to convey one semantic unit

of the text.

e 51 to indicate that the 7th child is to be used as a parameter.
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This allows, in particular, the selection of terminal nodes.

° The close round bracket token "y,

Some examples of attribute specification strings might be
"env = (", eny)"

"value ;= ($1.value, $2.value) "

Sgen performs a simple check for attribute circulari ty.

2.3.2: The Abstract Syntax Tree

The abstract syntax tree produced by the parsers must be an instance of the
class AST. It must also satisfy the specification of the abstract syntax. If it does not

then there is no guarantee on how it will be treated. The type is
structure AST (

string AasT, ;
g name; ! the name of this type of node

stri ;
ring AST.opt.name; ! the name of the constructor

*nt 7 .
pntx AST.children; ! the children of this node

pPatr AST. spec; ! the declaration of this type of node

nt ;
pntr AST. opt; ! the declaration of this constructor

ntxr AST, ;
P parent; ! the parent of this node

potr AST.attribution; ! attribute values for this node

bool AST.deleted) ! is this node deleted from tree?

The parser is only required to put values into the first 3 fields as the rest will
be filled in by the system. That is, the user says what type of node it is and what
constructor was used. The user also gives pointers to all the children of this node.
Each child must be of the correct type for the rule specifying this constructor. Each

child must also be either another AST node or a terminal instance of s entry

Then the system will fill in all the other details in each AST node.
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2.3.3: The Sgen Editor

The Sgen editor is simply an executive that allows the editing and
maintenance of a consistently attributed abstract syntax tree. All alterations of the
AST result in reattribution (on those parts that are now out of date) and redisplaying
of the tree.

The editor is a procedure with the PS-algol type

proc (pntr -> pntr)
which takes in and returns a structure in the class
structure s.state (string s.string:; pntr s.state)
A script produced during one execution of the Sgen editor may subsequently be re-
edited. It is further possible that the editor specified may have incompatible input
and output syntax. To cope with both these cases, the Sgen editor works in terms of a
pair of values for each script:
e the unparsed script
e the abstract syntax tree.
On input to the editor, the the abstract syntax tree will be used if the pointer is not
nil. Otherwise an attempt will be made to parse the given string. On output from

the editor, s.string will be the unparsed version of the current AST and

s. state will be the abstract syntax tree.

2.3.4: Tester

There is a test editor that comes with the system. It is an editor for a simple
“let ... in ..." positive integer expression language with attribution to evaluate the
expressions and thereby produce a calculator. The shell script LOAD.tester loads the
system and a brief "play-about” session is most instructive in getting to grips with

Sgen.
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2.3.5: Sgen and CSG

The Cornell Synthesizer Generator (see [REPS83], [REPS85]) is another structure
editor generator. Some of the notation (in the unparsing scheme for example) is
very similar to that used by CSG. PS-algol, however, provides many facilities which
lend themselves to generator programs such as Sgen. Two obvious ones are that its
treatment of data by dynamic strong typing and persistence allows the building of
large data structures to represent complex structures easily, and that it fully
implements higher order functions. These features have lead to a more integrated
and (potentially) more appealing implementation than one based on C and text files.

Using persistent higher-order functions also leads to "functional” behaviour
in the editor (one stream in and one stream out), whereas the CSG is "Emacs-like" -
many files may be "visited" and modified in the course of an editing session. Also
like Emacs, CSG supports multiple buffers; the clipboard in Sgen provides some of

the same capabilities, but all editing takes place in one buffer.
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3 : Hacker's Guide to Lgen, Pgen and Sgen

This section is a hacker's guide to the programming tools. It contains a
discussion of various features of the systems' implementation:
* the source files
* loading the system
* the databases and procedure hierarchy
* program descriptions
The level of detail given in this report should be sufficient to point a
programmer in the right direction but is in no way a line-by-line (or even
procedure-by-procedure) guide. I suggest a hunt for the authors as the best method of
discovering the intimate details (about the programs, not the authors). _
Some of the algorithms used are not immediately obvious. Most of them are

given in [AHO85]. The relevant pages are cited at appropriate places.

3.1: Source Files

All the files are under the directory ..../Summer87. There are 6 directories, two
for each program - a program directory and a tester directory. The directories are
sgen and sgen.tester, pgen and pgen.tester and igen and Igen.tester. Each program is
entirely self-contained within its directory except that:

» Pgen requires all of Lgen to be already present in the database

* Sgen requires all of Pgen and Lgen to be present.
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3.2: Loading the Systems

The facilities required to load the system are listed below. I have tried to
include everything but have almost certainly overlooked something that has been
taken for granted. If the system cannot find anything it needs it will give an error
message and "down tools" in protest.

* PS-algol compiler, interpreter and databases;

° A database for the generators, which should be given the name "steve"
and password "steve w.

° The "rutilities" database;

* The procedure "chooser™ as prepared by Richard Cooper;

* The procedure "seditor" as prepared by Richard Cooper.

Shell scripts have been prepared for each system to compile and load the
required procedures into the database. These scripts are each in the appropriate
program directory and are called LOAD.Igen, LOAD.pgen and LOAD.sgen. Each tester
program also has a LOAD script which will set up the test analyser/parser/editor.

At this point all three procedures Igen, pgen and sgen have been loaded
into the database "steve" with password "steve" along with the auxiliary
procedure lexan.

The current implementation contains at least two machine dependencies.
Firstly, only one font size is supported and its dimensions are hardwired into the
code. Secondly, editing a script involves the editor having total control of the screen.
It is necessary that when a key is depressed on the keyboard the normal display of
that character be suppressed. In the current implementation this is done by two
procedures mk.term.cool and mk.term.uncool in the file sgen. These send
appropriate control sequences to the screen which turn echo on and off. The

standard Unix way of doing this is to use the sity command. For some reason this
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did not work. This may be because PS-algol entirely controls the screen at runtime
d .

and someone has overlooked this possibility. This is, however, pure speculation.

3.3: The Database and the Procedure Hierarchy

The database is simply a PS-algol table indexed to one level containing all
objects required to be stored in the database. Procedures are linked together in such a
way that it is necessary to load them in a certain order. There is a hierarchical
structure to them and in order for any change in a lower procedure to have any
effect, all procedures between the new procedure and the root must be reloaded. The
structure of the three hierarchies is given in the appendix to this section.

Most of the programs are used entirely to save procedures in the database.
Although there are many procedures that would be shared by two or more processes
using the system, there are no variables that are shared, so no concurrency problems
should occur. However, there are clashes between these programs and others that
use the same utility procedures, since some of the utility procedures require write
access to the "rutilities" database. This problem will manifest itself in a message

can't get database ("steve", "steve") (?).

If this happens, try again when the other user has finished.

3.4: List Representation

In many places there was a need to have a list of pointers to objects. The

structure class

structure mk.list (pntr list.entry, 1l.rest)

was used throughout to contain such lists.
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3.5: Lgen Implementation

Lgen takes input in the form of a vector of regular expressions. The output is
a minimised deterministic finite state machine which is interpreted at runtime. The

main procedures are as follows

I: parse - This program stores a procedure parser in the database under the key
"Regular Expression Parser" ina
structure RegExpParser (proc (string ~> patr) RegPars)

parser takes in a string and returns a pointer to the structure that represents the
regular expression. The structure has various forms to indicate the various types of
regular expression.

structure literal (string 1I.req)

structure optional (pntr o.reg)

structure multiple (pntr m. reg)

structure alternative (*pntr a.regs)

structure sequence (pntr s.reg2, S5.reg2)

structure named. string (string reg.name)

structure empty (int 1) ! must be at least one field

structure parse.error (string message)

These form a structure in which the terminals are always literal,
named.string, empty or parse.error. The parser returns either an entirely
valid structure or a parse.error with all the error messages collected to the
topmost level. In the current implementation the error messages are no better than
useless. There is an example of what a representation of a regular expression would

look like in the diagrams section towards the end of this section.

H: ndfm - This program stores a procedure buiid. automaton in the database under

the key "auto.build" in a
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(*pntr -> pntr) auto.build)

strxucture auto.box {(proc

It takes in a vector of regular expressions and returns a structure representing‘ the
nondeterministic machine which is equivalent to the expressions. The algorithm
([AHOS85] pp. 121) patches the sub-regular expressions together by a simple method
based on creating new states and having empty transitions everywhere.

For example, ( r; 1 1; | 3 ) can be done by:
(1) deriving an NDFM for each r; (i=1,2,3)

(2) creating a new start and finish state; (sJand (f)
(3) adding an empty move from (s)to r; (i=1,2,3)
(4) adding an empty move from r;to (f) (1=1,2,3)

This is done recursively. The next step is to put in place the machines for the named
patterns. This requires rebuilding the structure to represent the expression for ‘the
pattern that was named. After this all the empty actions are removed by propagaling
all actions to all places reachable on empty moves only from any state. Eventually

i ichine. The data
the machines for each pattern are joined together to form a single machine. T

structure used to represent the machine is
structure ndfm (pntr n.first, n.last)
structure ndfm.state (
int s.number;
pontr s.shifts;
*string s.class)
structure ndfm.action (
string a.input;
pntr a.new, a.next)

i i a a
The structure ndfm is used to hold pointers to the first and last state of
i i i tes. Each
linked structure representing the machine. The two fields both point to sta
state has
(a) a unique number s.number;

(b) a list of actions s.shifts;

vector of S o icate 4 Cen e CNIsead on any
( ) [ trmgs S class, O ]dlC te what has b K'(,CO& d
C) a
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input stream that leaves the machine in this state,
The list of actions is made up of a list built by ndfm.action where ®
(@) a. input indicates the character for this action
(b) a.new points to the new state for this action
(0) a.next indicates the next action (or nil) in the list.

There is an example of a nondeterministic machine given in the diagrams appendix

towards the end of this section.

I1I: min - This program stores a procedure minimise in the database under the key

"minimise" ina
structure minimise.box (proc (pntr -> pntr) minimise.place)

minimise takes in a deterministic machine and returns a new machine which

represents the same language but has the minimum number of states possible

([AHOB85] pp. 141). This minimum machine is unique down to state name. The

algorithm partitions the machine as follows

° first split it into accepting and non-accepting states;

split the accepting partition into a set of partitions each containing only

one element;

split the non-accepting partition into partitions containing states with

exactly the same set of symbols with actions defined on them;

* if there is a partition with states with actions on the same input which take

you to different partitions, then split the current partition;

¢ repeat the previous step until no more partitions can be made.

Ak
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rdetermine” ina

structure determine.box (proc (*pntr -> pntr) determine.place)
determine takes in a vector of regular expressions and produces a miniml'sec:
deterministic finite state machine. It first uses ndfm to build the (ma.ss‘lv‘e
nondeterministic machine. It then makes a new automaton which is determmlsn.c.
Each state in the new machine corresponds to a set of states in the old. This

i i [ i d [AHOS85] -
deterministic machine is then minimised using min. It is helpful to read [

pp. 117, though the algorithm is not exactly the same.

V: opt - This stores the procedure optimise in the database under key "opt™ in a
structure opt.box (proc (pntr) opt.place)

optimise takes in a deterministic machine and alters the implementation of the

actions from a list of actions to a table of actions. This is supposed to make the

interpretation of the machine faster. Whether it does is open to question. It does,

however, make the implementation more appealing and simplifies the code for the

interpretation.

VI: Igen - This stores the procedure lexgen in the database. Its data;base key and
containing structure were described in section 2.1. lexgen tak'es in a \./ector of
patterns and uses dfm to produce the equivalent deterministic machine. The
implementation is then changed with opt and the procedure to do the le'x1ca:
analysis is produced having been specialised to this machine. The procedure is a

1 e]l)] eter of “le ]lla(lll]le W]ll( h ]e(lulle WO I)] Ced\lles to repr he npu
t s ¢ (6] r p esent t 1 t
1

stream.

At this stage all the states in each partition form an equivalence class and a

representative from each partition can be chosen to be the new state representing all

the states in the partition.

ili [ that
VII: lexan - This stores in the database an auxiliary procedure lexan.builder tha
| ificati and
can be used to aid the entering of an Lgen specification. Its database key

i cification
containing structure are descibed in 2.1.3. It takes in a name and reads a spe

IV: dfm - This stores the procedure determine in the datab

work.
ase under the key out of a file with that name and then calls 1gen to do the
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3.6: Pgen Implerﬁentation

The input to Pgen is a vector of grammar rule specifications and a vector of
required parsers. It then produces procedures to implement the parsers for each
nonterminal required for the grammar. The parser constructed is SLR(1) ([AHO85]
pp- 221) so the first step is to produce an SLR(1) automaton for each nonterminal for
which a parser is required. Each of these automata can then be interpreted by the LR

parsing algorithm. A blow by blow description follows.

I: pgen.lex - This file contains the specification of the lexical syntax used to enter

the rules of the grammar.

II: load.pgen.lex - This program uses Lexan to build an analyser from the
specification in pgen.léx and store it in the database under the key "pgen.lex" ina

lexan.box structure (see section 2.1.3).

I1I: parse - This program stores a procedure build.grammar in the database under
the key "grammar.parse” ina
structure parse.box (proc (*pntr -> pntr } parse.place)
build.grammar parses the grammar rules and builds the structure that will
represent the grammar internally. The grammar is represented by
structure grammar.symbol (

string gs.name;

pntr gs.parser, gs.defn)
The field gs.name is the name of the nonterminal. The gs.parser field got
designed out of use so it is currently redundant. The gs.defn field contains a list of

right hand sides for this symbol. It is an instance of the structure class

structure gs.opt (pntr ts, gs.rest)
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where the second field is the rest of the list and the first is a list of tokens which

make up this right hand side. The token list is an instance of

structure token.seq (

string ts.name; ! (a)
pntr ts.symbol, ! (b)

ts.rest; (o)
bool assumable) 'o(d)

These fields are as follows

(a) the name of this token;

(b) a pointer (which is filled in after all rules have been parsed) to the
grammar symbol representing this token; this is nil in the case of a
terminal;

(c) the next token or the end of the list, that is, a ts. end (see below);

(d) a field which was used in an attempt to implement error recovery but has
since become redundant.

The end of the list is not nil as with most linked lists. It is an instance of the class

structure ts.end (

string recognised; o {a)
int arity; ! (b)
proc (*pntr -> pntr) ts.action) to{e)

where the fields are:

(a) the name of the grammar symbol that this is a right-hand-side of;

(b) the number of symbols on the right-hand-side;

(c) the procedure that will be used to evaluate the synthesized attribute that

the parser will support.

The pointer that is returned to represent the grammar as a whole is then a
pointer to the distinguished nonterminal of the grammar. This is the nonterminal
that first had a rule declared for it. All the other nonterminals of the grammar
should then be reachable from this. There is an example of the internal

representation of a grammar symbol in section 3.8 (Diagrams).
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IV: tf - (“first "
/ Irst and follow" - [AHO85] Pp- 188) This program stores a procedure

k. i
mk.follow. table in the database under the key "first/follow" ina

structure r£f. poy (proc (pntr -» pntr) ff.place)

st
ructure follow.tok (string f.tok; pntr f.rest)

. Sl - l [) p 114d lr.m dat b
S Og m sto S TOC d (S .5
V: i I 1 1 ra res a ocedur b 1 .mach 1ne in the abase

under the key "build.slr.machine” ina

. 5 (p r P > p ) -
structure slr.box roc ntx ntr - ntr slr place)

build.slir. [ i i
machine will take in a grammar symbol structure and a follow table

and produce 2
p € an SLR automaton for the grammar ([AHO85] pp. 221). The automaton
is buil i ildi '
t by first building a set of closures, A closure is represented by the structure
structure closure (pntr c.items)
The field points to a list made up of instances of
structure mk.lise (pntr list.entry, 1I.rest)

where i 3 i
each entry is an i tem, an instance of the structure class

structure jtem (

patr ruje, ! (a)
i.ts, ! (b)
Pos.in.ts) 1 (¢)

where the fields are

() a pointer to the grammar object that this item is a right-hand-side of:

(b) a poi
pointer to the head of the token sequence that this item represents;
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(c) a pointer to the position of the "dot" on the right-hand-side. If the pointer
is to a ts.seq then the dot is before the ts. seq being pointed at. If the
pointer is to a ts.end then the pointer is to the far right of the current

right hand side.
The SLR automaton is represented by a pointer to the first state of the
automaton. All other states are therefore reachable. Each state is an instance of the

structure class

structure slr.state (

pntr slr.closure, !(a)
slr.actions, ' (b)
slr.error, ! ()
slr.reductions; to(d)
int slr.state.number) ! (e)

The fields are as follows:

(a) a pointer to the closure that this state represents.

(b) a pointer to a table, indexed by input symbol, which gives the action to be
taken given that input symbol. ‘

(c) a pointer that was used while error recovery was being attempted (but since
that was dropped, it has become redundant).

{d) a pointer to a table, indexed by input symbol, which gives the reductions to
be performed on the input symbol if it is not possible to do an action on the input

symbol. If the current input symbol appears in neither the action nor reduction table

then it is an error token.

(e) a state number to uniquely identify each state.

VI: bpm - This program will store a procedure build.parse.machine in the

database under the key "build.parse.machine” ina
structure bpm.box (proc (pntrxr -> pntr) bpm.place)
build.parse.machine will generate an SLR(1) parser automaton from a pointer

to the structure representing the nonterminal of the grammar required. 1t first calls
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ff to produce the follow table for the required grammar symbol.
build.slr.machine is then used to produce the parser automaton. A pair is then

returned to to the caller (pgen) to give it the start and stop states of the machine.

VII: pgen - This program stores the procedure pgen in the database - its key and
container structure are described in section 2.2. pgen generates the parsers required
for the given grammar. First the grammar is built using the grammar parser. For
each of the required parsers the procedure build.parse.machine is used to build
the automaton. For each automaton the procedure pgen.apply is specialised to
produce a parser. This is put into a table to be returned to the caller of pgen. The
procedure pgen.apply simply produces a procedure that, when given an instance

of a lexical analyser, will interpret the automaton to parse it ((AHO85] pp. 216). In the

event of any error, nil is returned.
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3.7: Sgen Implementation

The input to Sgen is a specification in terms of a pointer to a lexical analyser, a
pointer to a table of parsers and a vector of pointers describing the abstract syntax.
Sgen examines (using the procedure ast) the abstract syntax specification and then

specialises the editor executive to this specification.

3.7.1: The Editor State

The editor executive relies on one major structure to contain all the
information it will ever need. This structure is an instance of the structure class

structure editor.state {

pntr e.tree, !o(a)
t.a.current, ! (b)
e.parsers, to{c)
e.la.gen, . vody
e.root.parser, o (e)
e.command, v
e.ast.table, U o{g)
e.ast.root, t (h)
e.screen, to(i)
e.clip) to(3)

The fields are used as follows:
(a) A pointer to the root of the current abstract syntax tree.
(b) A pointer to the current node of the tree at any point during the editing
session.
(c) A pointer to the parser table given to pgen.
(d) A pointer to the lexical analyser given to pgen.
(e) A pointer to the parser for the root of the tree.

(f) A pointer to the current command.
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(g) A pointer to the table containing the internal representation of the
specification of the abstract syntax.

(h) A pointer to the root of the internal representation of the specification of
the abstract syntax.

(i) A pointer to the structure representing the screen for this edit. The
structure will be described during the description of the file show.

(j) A pointer to the table being used as the clipboard.
3.7.2: The Editor Executive
This comprises four main parts:
I: show - This program stores all the screen manipulation functions in the da‘abase

under the key "show" in a single structure:

structure show.box {

proc (int, int -> pntr) initialise.screen.place; ' (a)
proc (pntr, string) message.place; ! (b)
proc (pntr, string, string -> string) get.string.place; ! (¢)
proc (pntr) show.place; P
proc (pntr, pntr -> pntr) get.mouse.node.place) ' (e)

The functions provided are:

(a) initialise.screen - This procedure sets up the screen for this edit. It also

notes various things about the size of the screen. The function returns a pointer to
the screen descriptor which is an instance of the structure class

structure screen.box (
pntr command.place; ! enhanced command area of screen

#pixel display.picture; ! image for display area

pntr display.place; ! enhanced display area of screen

#pixel spare.screen.place; ! spare image same size as

! display area
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pntr spare.packaged.place; ! enhanced spare display area

potr screen.map.place; ! map from mouse position to AST node

int tree.up, tree.down) ! how much screen to display

(b) message - Prints a message on the command area of the screen.

(c) get.string - Gets a string from the user. The string is displayed at the
command area and is editable. This procedure uses the seditor written by Richard
Cooper.

(d) show - A procedure which, when given an editor.state, will display the entire
tree according to the unparsing scheme stored in the abstract syntax specification.
This procedure also notes, in the screen.map.place field of the screen descriptor,
what was printed where. This is to allow nodes of the tree to be selected by the
mouse.

{e) get .mouse.node - A procedure which, when given an editor.state anda

mouse position will return the lowest node of the abstract syntax tree that encloses

the given position.

11: att - This program stores a procedure attribute. tree in the database under the
key "attribute.tree" ina
structure att.tree.pack (proc (pntx) att.tree.place)

When attribute.tree is given a node of an abstract syntax tree it will attach all
the attributes specified in the AST specification onto the tree. This is done for all
descendant nodes in the tree. If any new value will propagate required changes up
into the tree above the given node then all the propagation is done. If a circularity is
come across then it will be detected. The procedure puts all the newly attached
attributes (set to unevaluated) onto the subtree and constructs a queue of them. All
the attributes that will be changed by propagation are also set to unevaluated and put
onto the queue. .lt loops round this queue until all attributes have been evaluated. If
all the arguments for an attribute are evaluated then the attribute itself can be

evaluated, otherwise that attribute is replaced at the end of the queue. Attributes are




represented by the structure:
structure att.instance (
pntr att.value: ! value assigned to this attribute
pntr att.depend; ! list of attributes depending on this one
pntr att.node;

! pointer to the node this attribute is on

pntr att.declaration; ! declaration of attribute in the AST

bool att.valid) ! has this attribute been evaluated?

The definition of the declaration of an attribute is given in section 3.7.3.

HI: emnd - This program stores two procedures in the database under the key
"cmnds™ in a
structure cmnd.box (proc (pntr, pntr) cmnd.get.place,

cmnd. apply.place)

One gets and validates commands and the other executes them. Each command in
the User's Guide (section 1.2) has a structure class associated with it, each class
having fields containing attributes of the command. Look in cmnd for the grubby

details.

IV: ast - This program stores a procedure mk.ast in the database under the key
"mk.ast"ina
structure mk.ast.box (proc (*pntr, pntr -> pntr) mk.ast.place)

mk.ast takes in the specification of the abstract syntax tree and produces the

internal representation. There are 6 sub-programs which load up lexical analysers

and parsers used by mk . ast:

e for analysing specification of the abstract syntax rules
- load.ast.lex
- ast.pgen

e for analysing the specification of the attribution

- load.att.lex
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- ati.pgen
» for analysing the specification of the unparsing scheme
-load.up.lex

- up.pgen
3.7.3: Representing the AST Specification
The internal representation of the specification of the abstract syntax tree is

contained in an instance of the structure class

structure ast.spec {

string ast.name; v o(a)
*pntr ast.options; ! (b)
bool ast.parsable; ! ()
strxing ast.parse.as; to(d)
pntr ast.parser; !o(e)
bool ast.is.root; to{f)
pntx ast.attributes) !o(g)

(a) ast.name - This is a string containing the name of this nonterminal of the

abstract syntax.

(b) ast.options - This is a vector of pointers to the various options for right-
hand-sides for this type of abstract syntax iree node. Each one is an instance of class

structure ast.opt (

string rhs.constructor; ! {a)
*pntx rhs.names; 1 (b)
pntx rhs.unparse; o)
pntr rhs.attributes) 1{d)

(a) Name of constructor for this version of the node.

(b) There is one pointer (in order) for each grammar symbol on the right hand

side of this rule. Each one is an instance of a structure in the class
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structure rhs.object (
string r.name;
pntr r.where;
bool is.terminal)
where the second field is nil if the symbol is a terminal and will be filled
in with a pointer to the relevant ast . spec if it is not.
(c) This is a pointer to a list of things to print when unparsing this type of
node. The list is in a structure
structure up.list (pntr up.action, up.rest).
Each element of the list is one of

structure up.literal (string upl) ! a literal to print
structure up.attribute (string upa) ! attribute value to print

structure up.child (int upcy ! print unparse of child # upc

structure up.control {(bool in.tab) ! move tab in or out

structure up.hide (string uph) ! as literal, but see below
The unparsing of attributes and up. hides only takes place onto the screen
during the editing. The final unparse to download the abstract syntax tree
does not take any notice of these commands.

(d) This specifies the attributes that will be associated with each instance of

this node. They are contained within a list

structure mk.Att.list (pntr Att.elem, Att.next).

each element being an instance of the class

structure att.rule (

string att.name; ! the name of this attribute
pntr arg.list; ! see t below
int arity; ! rule's arity
proc (*pntr -> pntr) att.eval) ! rule's evaluator

+ This is an ordered list indicaling where the various arguments to the
evaluator have to come from each time that an attribute of this type is

evaluated. It is stored in a structure
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structure mk.arg.list (pntr arg.where, arg.rest)
where each entry in the list indicates where the argument is to come

from and is one of
structure arg.parent ({string ap.name)
! attribute called ap.name of parent
structure arg.own (string ao.name)
! this node's attribute
structure arg.child.val (
int acv.number;
string acv.name)
t an attribute acv.name of child number acv.number
structure arg.child {(int ac.number)

! ¢child number ac.number
(¢) ast.parsable - This indicates whether this type of node can be parsed or not.

(d) ast.parse.as - This indicates what to use to parse a node of this type, if it is

in fact parsable.

(e) ast.parser - This is a pointer to the structure containing the parser.

(f) ast.is.root - A bool o indicate whether this is the type of the root or not.
(g) ast.attributes - This is redundant. It was originally introduced to hold the

specification of the attributes but that was long before any thought had actually been

given to attributes. Clearly this is not the place to have this; it actually occurs in the

ast.opt structure.




Hacker's Guide 54

3.8: Diagrams

The diagrams here fall into two groups:
o The three procedure hierarchies;

» Some examples of data structures to clarify some of the explanations above.

The procedure hierarchy of Lgen

load.pgen.lex [ em——

e——— ” ) e pgen.lex

The procedure hierarchy of Pgen
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toad.atliex

{ load.up.lex )

AT

The procedure hierarchy of Sgen
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Example Regqular Expression : positive integers

sequence

alternative
Ly 1y [ I multiple
alternative
[, ] | [ ]
0 LI 9
literal  literal literal
\/
0 LI 9
literal literal literal
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Non-deferministic maching "M

ndfm.stale

["accept number']

> fo slale 4

“‘E P 10 slate 6

in the diagram above
represents an instance on ndfm.state and
represents an instance of ndfm.action

note : the order of the fields in ndfm.action has been
switched lo make it easier to draw.
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to the parser Ty This represents an instance of
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4: Postscript on Applicability
4.1: Lgen and Pgen

Lgen provides a framework for building fast, easy to use, lexical analysers. It is
relevant to all types of application where the input could be anything from a single
line of text in response to an interactive prompt to an entire program in a high level
programming language. In either case, the detail of establishing how to partition the
input meaningfully is abstracted and the resulting code is clearer and more easily
maintained. 1 would encourage programmers to familiarise themselves with the
system as I have found it a great help in my subsequent programming work.

Similarly Pgen has wide applicability. Typically, given a string, which may be
a single line or an entire program, the first step is to convert it into some internal
representation of the meaning of the string. This can be done easily and quickly with
parsers generated by Pgen and I would encourage its use in general programming.

Again, it has been used extensively in the building of the Sgen system.
4.2: Sgen

Using Sgen is nontrivial. A detailed understanding of the underlying abstract
syntax tree is required. However structure editors are clearly one way of controlling
program development that may provide part of the key to improved programming
techniques.

There is another use of structure editors that Sgen opens up as a field for
future work. No-one seems to have used structure editors as part of a large
interactive system where the structure editor generator was used by the programmer
on frequent occasions when a structured response was required from the user. The

current implementation of Sgen is too directed towards programming languages for
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this application to be possible. Some simple changes could enable this. Among these
we might mention:

(1) Passing the font and the display area as parameters. Other programming
tools such as menu generators and string editors in PS-algol are made far more
flexible by being generalised in terms of the screen; and Sgen also has the font size
hard-coded in (in the screen descriptor described in section 3.7.2 part I). Abstracting
these would be a (simple) significant step forward in the use of Sgen in large
interactive systems.

(2) Transformation templates. The current set of commands available in Sgen
is fixed. Transformation templates (see section 2.8 of [REPS85]) would provide a way
for a programmer to specify new commands with the editor. These would take the
form of “rewrite rule" procedures from one partial abstract syntax tree to another,
each of which will always be valid in the same places. This idea has not received
much thought but is clearly required if Sgen is to be used more generally.

(3) Specification checking. At the moment the amount of checking that is
possible is tiny and the amount that is actually done is even less. The result is that

specification errors lead to obscurely reported structure access errors at runtime.
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