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Abstract

Altention is drawn to the issues regarding the timing and performance of
binding and type checking in database programming languages. Examination
of the relationships between long term data and programs leads to the
recognition of four patterns of binding. A representative sample of such
languages is reviewed to show that some give explicit control over binding
without loss of strong typing, whereas others have no mechanisms to support
the binding we deem necessary. We conclude that it is both possible and
desirable to provide constructs to explicitly identify bindings that should be
delayed, without loss of strong type checking. Such provision has an impact on
the type equivalence rules available for database programming languages.
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Introduction

Many proponents of modern programming language design believe that
languages should be entirely statically bound and statically type checked
[Milner 78, Milner 84, Liskov et al. 81, Albano et al. 85a). In a statically
bound language all the information necessary to determine the types
associated with all language constructs is available from inspection of the
source text. There are three major advantages to this static binding:

early detection of a large number of programming errors - which benefits
program development and improves the safety of the final product;

factoring out checks that would otherwise be made repeatedly at run-time to
ensure that operations are applicable - which reduces execution time; and,
removing the need to store type information (data description) with data -
economising on storage volume and data-bus traffic.

In contrast, many database interfaces are entirely dynamically bound and
checked. For example, with most Codasy! interfaces operations may be
revalidated for each record to which they are applied, and in many relational
systems details of a relation's type will be rechecked for each use of that
relation. ~ Similarly, there are many languages in which the binding
(determining which location a name refers to) and the type validation is
dynamic, depending on the execution sequence of the program. Examples
are: LISP [MaCarthy et al. 62], POP-2 [Burstal et al. 71], APL [lverson 79],
Smalltalk [Goldstein & Bobrow 80] and Prolog [Clocksin & Mellish 81].

In this paper, we will demonstrate that some dynamic binding is necessary in
database programming languages (DBPLs). We will review binding in
existing DBPLs, showing that some have adopted an entirely static
approach, but that others have adopted a combination of static and dynamic
binding. The correct mixture of these two forms of binding for DBPLs we
consider a research issue. We present our understanding of the options and
criteria.

For a more general survey of DBPLs the reader is referred to [Atkinson &
Buneman 87], and for a tutorial on binding and typechecking to [Tennent 81].
We take it as understood that a valid long term goal is the development of an
integrated DBPL, which services all the needs of long term and short term
data storage and manipulation. That case is argued elsewhere [Atkinson et
al. 86, Atkinson & Morrison 86, Atkinson & Morrison 85a, Atkinson et al.
83].
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Binding reconsidered

In traditional programming languages and database systems there are a
number of binding mechanisms which are often not easy to comprehend or
use. The action of binding associates a name with a value. This simple
aclion is complicated by the fact that we may perform many bindings
simultaneously. For example in binding a program to a database we may
incrementally bind names in the program to values in the database as the
program executes, or we may bind all the names to values at the same time.
A mixture of these mechanisms is also possible.

The binding may also be performed statically or dynamically. Static binding
occurs when the compiler arranges the binding. The bindings once
established are immutable and thus any alteration to the database schema
or the programs that run against the database, may require re-compilation to
re-establish the bindings: = Dynamic. bindings do not suffer from these
compilation overheads as they are only established as they are required.

In establishing the binding there are two major ways in which the name is
interpreted or scoped. . With: static scoping the name is interpreted in ils
lexicographic context whereas with dynamic scoping the name is interpreted
in the evaluation context. ' Static scoping is commonly found in the Algol
family of languages.: Dynamic scoping is found in Lisp, APL and in systems
that bind different databases to the same name depending on the context
the program is run in.

The issue of type checking is also present in binding. - We would wish the
system lo check the valid use of data when it is bound: This can be done
statically or dynamically depending on the time of the binding.

One final issue concerned with binding is that the name may be bound to a
constant or variable. 1f variable, the referenced value may change without
altering the binding [Tennent 81},

The delayed binding mechanism

The delayed binding mechanism for database programming languages is
operated as follows. As databases-are constructed they are made to
conform to a type definition: and naming scheme. The definitions of the
objects in the database are stored with the database in the dictionary or
schema.

i)
ii)
iif)
iv)
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Program construction proceeds in a similar manner with the program
components conforming lo a separate type definition and naming scheme.
These definitions are stored as part of the program.

For programs to work against databases the type system and naming
scheme in each case must be founded on a common model and stored in an
agreed form. Thus, when any program is used with any database, at some
time before any operation is performed, the two descriptions are compared
to verily that they are equivalent or compatible definitions in the two contexts.
Identifying good common models, canonical forms and the rules for
determining compatibility and equivalence is the subject of current research.
A central issue in this paper is the time at which the compalibifity check is
performed, and the extent to which the programmer may control its timing
and its extent.

The case for delayed binding in DBPLs

In rather general terms, we may expect delayed binding to be uselul, since,
with delayed binding the interpretation of names depends on the history ot
the computation. In databases, we are recording the history of a number of
computations, and then making that history available to subsequent
computations. As we revise values and definitions in the database, it is not
practical to recompile all programs to ensure they still bind correctly before
they are used. This is simply an echo of the early statements about data
independence.

To make the case more specific the following applications of DBPLs are
considered:

re-use and distribution of programs;

selection of databases;

combination of information from several databases;
incremental data and program definition.

Each of these will be elaborated in turn.
Re-use and distribution of programs
Often a program is economic to develop only if it can be used against many

databases. For example, a CAD program would be used for many
projects, and, normally a separate database would be used for each project.




3.1.1Static Mechanisms for reuse

To reuse the program it must be bound to each database.
I this is to be achieved by static binding two methods exist:

i) the program can be delivered in source form, and. compiled in the context
of each database;

i) the program can be compiled in the context of a type definition (as in Poly
[Matthews 85]) which is used to declare each database.

The first method runs into two problems:

a} the cost of reprocessing the source, and performing the binding may be
unacceptably high, and may involve resources not available at each
database;

b) it involves distributing programs in source form (or something similar)
which means they reveal techniques which could then be: more easily
copied by rivals.

In any case, conducting the compilation is just another. mechanism for doing
the delayed rebinding. The question remains - is this recompilation built in,
or achieved manually using external facilities.

The second method means that each instance ‘of a database is declared in
the context of the one type declaration.” With static binding, this means in the
scope of the type definition. - With present technology that scope is limited to
one computer system.  This is clearly unacceptable as the databases will
typically belong to different organisations that will wish to support the
databases on different machines with different operating, protection etc.
policies. This requirement for independent ownership: militates strongly
against this form of static binding.: It may be possible to utilise this approach
using distributed database technology, since it may provide: a single
"central” definition, of many. database instances - but this is ot complete
independence, adherence to the conventions of the particular network is
necessary and the problem reappears between networks.

3.1.2 Program and data as an ADT

Another taclic could be used to maintain static binding, by making the
program the unit of ownership. Here, the would be database owner would
possess a program. Operation of the program would then generate the
database in terms of the definitions within the program. Provided all the
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required operations on the database are supported by this program, then all
use of the data requires no further binding. This is the approach taken by
syslems with a simple data model, e.g. spreadsheet systems. However,
apart from very simple applications, it is not possible to anticipate all
operations. The normal arrangement is to acquire new programs to work
against the data as their need is perceived.

Other restrictions resulling from this approach are: the ditficully of combining
data originating from more than one database; and the problem of replacing
the software with improved versions. Both of these are discussed below.
But, it should also be noticed that the relationship between data and
program proposed here, is precisely the same as the relationship between
the encapsulated data of an instance of an abstract dala type (ADT) and
the program that implements the operations on it. There are differences of
scale, but the same problems arise. If we view the data and programs as an
ADT, and a good set of basic operations is provided by the program
encapsulating the data, then all intended operations can be achieved by
composing those basic operations. If the composition is done by program
(procedural languages, operating system command language etc.) then the
problem of binding reappears. If it is done by hand, only trivial problems
can be solved before the task is too laborious and error prone. A relational
system is an example, the encapsulated data being instances of relational
data bases, and the operations being the usual algebra, plus schema
update operations. The operations are composed by the query language.
As soon as queries become so complex that they are stored for reuse, and
the schema may have been amended over that time, these issues of binding
cannot be trivially solved.

From this section we conclude that delayed binding is required both to allow
programs (particularly proprietory software) to be distributed and used on
many independent databases, and to allow programs to be collected
incrementally for use on a database.

Selection of databases

If a program is statically bound to a database then there is no choice about
which database the program will operate against. Where there are
independent databases (e.g. the CAD projects) they may be named in quite
complex and user determined ways. It is then desirable to start the program,
and as a consequence of a dialogue with the user, determine which
database (or databases) are to be used.
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The more generic the function performed the more likely it is that the user
will dynamically choose the subject database(s). To provide this requires
delayed binding.

Composition of databases

Frequently, it is desirable to combine data from more than one database:
slalistics from two sources; parts from one project to be used on another; the
caplured company's and principal company's databases after a merger; etc.

Since a program cannot be statically bound to all possible subsets of
databases, this requires delayed binding.

For example, when reusing part definitions or previous designs, it is likely
the data will have been prepared using the same software, and that
therefore (a) relalively large chuncks will comply with the current data
definitions in force, and (b} this is a typical case where the user will make

* delayed decisions. When in the midst of a current design, then the user will
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perceive the need for a remembered part and decide which database to
search.

incremental definition

We have already observed the need to collect programs {o perform
operations when a need is recognised. For example, new methods of
evaluation, manufacture and management may become relevant while the
data is in existence.. New programs will be installed to support the new
methods.

But program is not special, There is no reason to assume that data definition

can be completed-once: and for all, any more than program can be. The
body of data, and hence the definitions which describe it, must also evolve to
meet changing needs.: To do this, with. "live" data and programs, requires
delayed binding.

This evolution of definilion is divided into three parts:  extension ,
replacement and deletion. For extension it must be possible to add new
definitions and the corresponding data, and refer to it via the pre-existing
data. For example, if this new data gave an additional specification of an
aircraft window, one would expect to use the existing data to select a version
of an aircraft and reach a particular window, in order to get to the new data
apperlaining to that window.. The alternative, of building a parallel
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description of the context which supports the new data, is unacceptable
because successive changes would lead to a combinatorial explosion of
replicaled data, with unacceptable update anomaly problems. 1t is therefore
necessary that existing meta data and the corresponding objecls can
accommodate extension and that exisiting programs run correclly on the
extended data. This requires forms of incremental delayed binding to both
the data and the schema.

Replacement is necessary to repair errors. For example, a CAD program
may contain errors, and a new one be supplied to replace it. It is essential
that this new program be installed at each database without loss of the
design elfort expended so far. This requires that, in some way, it be bound
with the pre-existing database. If the errors also include erroneous design of
parts of the data structure then a more difficult replacement is required.

Deletion will occur when a data structure subgraph has fallen into disuse. i
this hypothesis is valid (the normal case) then no program will actually try to
use the data again. Either all programs have 1o be recompiled to verify this
validily, or it must be verified incrementally by delayed binding. Which is
more economic depends on the volume of program and its trequencaes of
reuse and recompilation.

A common method of structuring programs is to encapsulate data in
modules, presenting only the legitimate operations as an abstract data type.
Such modules themselves may contain errors which become apparent in
long lived data. Recovery requires replacement of the module definition,
possibly with redefinition of the interface, and, again, there will be occasions
when the encapsulated data must be carried forward to be re-used with the
definition. We do not know of any module mechanism yet developed which
would suppnrt this form of rebinding.

. The need to recover from errors and for data definition to evolve has always

existed for programs and data. The development of large bodies of data
combined with large suites of program make solutions based on rebuilding
which have been used in the past uneconomic. Ad hoc solutions prevent
the development of easily understood programming languages. This paper
traces the search for consistent treatments and presents our suggestions.

Trealment of binding in DBPLs

in the preceding section the need for some form of dynamic binding and
delayed type checking in database programming languages was
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established. A number of languages are now reviewed to consider their
treatment of this issue.

Pascal

In Pascal {ISO 82] the type file may be used to access external (persistent)
data; it may be parameterised by another type as in file of char ; file of
integer; file of record a: integer; b: real; ¢; bool end. Persistence is
provided by mapping these files to those of the supporting operating system.
The binding is performed by one of two methods, shown in figures 1 and 2.

program X (f1, 12 ),
var f1: file of char ; 2 :file of integer ;

end.
Figure 1. binding exiernal files to intornal variables in Pascal

program Y ;
var f1 :file of char ; theFile : packed array [1 - 32] of char;

-« {carry out dialogue with user & obtain a value for theFile }
while notFinished do

begin

openFile (theFile, f1);

«*+. {do something with the file, then get another name}
end {repeat for the next file}

end
FHigure 2: solecting and binding filos in Pascal
For the program X in figure 1, there are two file parameters. When a user

of the program wishes to run X two parameters must be supplied with the
operating system command e.g.

run X myFile herFile

The operating system will identify two specific files myFile and herFile
and the run time support system will bind these to variables 1 and 2 in
the program. To avoid nonsense executions it should perform a delayed
type check at that time to ensure that the first is a file of characters and the
second is a file of integers. If this mechanism is implemented, then the
dynamic compositions of program and data described in section 3.1 are met,
at least for this limited class of data structures. The Berkeley Pascal
implementation [Joy 83], searches the current directory for files of the same
name as the given parameters, and hence the binding is based on dynamic
scoping.

For the program Y in figure 2 dynamic selection of the files to be processed
is illustrated. Each time around the while loop a different value for f1,
identified by the current value of theFile, is used. The procedure
openFile must perform the binding of the actual file to the variable and
perform a check to ensure it is a character file. [f this mechanism were
implemented it would meet the selection binding required in section 3.2.
This method is not part of the formal definition, but something like it may
appear in implementations. There is difficulty in providing procedures such
as openkFile in Pascal; since it offers no polymorphism, the procedure is
specific to the type of f1. Hence, it can only be provided by the compiler
writer, so the programmer moving a program cannot simply hide the local
form of this operation in a procedure

The fact that more than one file may be bound by either mechanism meets
the needs of 3.3. In Pascal there are fimitations, especially in
implementation, on the types that may parameterise.

4.2 Ada

Ada takes a traditional view of persistence by providing a library for
persistence over program and a file store for persistence over data, in
contrast to the view that one mechanism suffices for both [Atkinson &
Morrison 85al).

The library contains all the statically bound components produced by the
compiler and a loader combines these components into programs.
Component reuse for programs is achieved by the loader using a library unit
in many programs. This however is a static mechanism and is subject to the
criticisms aiready made in Section 3.1.




Persistence for data is provided by files. Access to files is first obtained by
instanciating a generic package of the particular access method, direct or
sequential and then opening a file of the type returned by the package. For
example

package Sorted_integers is new Sequential_io (INTEGER);

yields a package of sub-programs and types. The type
Sorted_integers-FILE_TYPE is now the type of the file and may be used
in the file accessing procedures. Figure 3 shows a generic package that will
copy any sequential file.

generic
type ELEMENT Is private ;
procedure Copy_any_sequential_file (Source, Destination: STRING) Is
package Any_sequential_io s new Sequential_io{ELEMENT) ;
use Any_sequential_io ;
Source_file, Destination_file: FILE_TYPE ;
ltem: ELEMENT
begin
Open (Source_file, In_file, Source) ;
Create (Destination_file, Out_file, Destination) ;
while not End_of _file (Source_file) ioop
Read (Source_file, ltem) ;
Write (Destination_file, item) ;
end toop ;
Close (Source_file) ; Close (Destination_file) ;
end Copy_any_sequential_file ;

figure 31 copying any filo in Ada

This generic procedure can be instanciated to operate on objects of any
type. For example

type PRIMARY _COLOUR is (Red, Yellow, Biue)

procedureCopy_pcisnewCopy_any_sequential_file
(PRIMARY_COLOUR) ;
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The instanciation is performed at compile time. However, the Open
statement dynamically binds the external file, given by name, to the internal
file. The rules for determining to which file the external name belongs are
implementation dependent and therefore the scoping may be static or
dynamic. Selection of databases and simultaneous opening of several files
can be supported by this mechanism since the file name is a string and not
statically determined meeting requirements 3.2 and part of 3.3.

A number of points arise from Ada's view of file. First of all the mechanism
only works well for certain types of file. The implementation of access types
on /O is implementation dependent and would presumably cause problems
across Heterogeneous implementations. Types with associated sub-
programs, as we would normally find in packages have to be completely re-
defined in each program that uses them. This method of type definition is
more normally found with a structural equivalence rule and exposes a hole
in the name equivalence of Ada This might impede the requirement to
combine data that originated independently (3.3).

Each instantiation of the packages Sequential_io and Direct _io yields a
unique file type. If this were truly the case then a file created in one program
could not be used in another since the file types would differ. Although this is
the defined rule it is clearly not the intention and indeed in implementations
the file types are equal. This is really structural equivalence. As the
implementors have provided only name equivalence for the rest of the
implementation they may be tempted to limit the check to simple cases either
restricting /O or reducing security.

These rules for file type match prohibit the kind of incremental definition
referred 1o in Section 3.4.

Pascal/R

Pascal/R is an extension of Pascal to include a relational type {Schmidt 77].
A related, derived, language is Modula/R [Koch et.al 83].

Figure 4 shows the outline of an example program in Pascal/R.

The binding mechanisms here are similar to those in Pascal. The type of a
relation variable is declared using the database ... end construct, which
is similar to a record type except that the fields must all be of various relation
types. The declaration of the variable dbf ensures that the required type is
known in the program. Its appearance in the parameter list as db?* (the *
identifies this is a database, not file parameter) allows an actual database to
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be substituted when the program is run,

program X (db1* );
type
relationType! = relation <a, b > of record a: int; b:string,... end;

var db! : database
r1. relationTypel;
end;
with db1 do
begin

*=* {the body using the relations in db1}
end
end.

Figure 4: binding a databaseo to a program in Pascal/il

The type check is performed as the program begins, comparing db1’s type
with the description of the stored database. After that, there is no further type
checking, the rest having been performed at compile time.

Again this meets the requirements of 3.1, and with minor changes to allow
multiple parameters, it would meet requirements 3.3. In this second case
there would be no problem over clashing names (a common problem when
combining databases) as the Pascal naming system localises the scope of
field names, and provides ways of disambiguating their use (i.e. db1.r2
db2.12).

To dynamically select databases during execution (3.2) raises more
problems. Some procedure openDatabase taking a database name and
writing to a database variable parameter is needed. The programs will need
different types for the database variable, possibly within the same program.
Only by generating procedures associated with each database or type (c.f.
the suggestion of Buneman [Buneman 82 et al ]) can this problem be
overcome. But this still does not allow dynamic selection, except from a
predefined subset, as those procedures cannot be dynamically created and
included in the Pascal program.

4.4

Pascal/R begins to offer some adaptive binding (3.4) as, in principle at least,
the type check belween the program's database variable and the database
type need not be an exact match. For example, the program’s database
variable could hold a subset of the fields that appear as relations in the
actual dalabase. This view mechanism permits extension of data and allows
existing programs to run unchanged and without recompilation. More
complex views, e.g. projections and joins run into two difficulties: in general
they cannot be inferred and so need to be explicitly stated for each program
to database binding; and, also in general, updales performed in the program
then become illdefined [Rowe & Shoens 79]. If foreign keys are used to
relate new and old structure this will also support local growth of data (c.t.
the aircraft windows section 3.4 example). There is no information hiding in
Pascal/R so that the ADT revision cannot arise.

PS-algol

PS-algol [PPRG 87] is an experimental language, with emphasis on the
orthogonal provision of persistence. To provide this, it uses a database
construct, an index construct and pointers (type pntr) whose referends may
be any instance of any structure class type. Data remains in existence for as
long as it is reachable either from an active program or from one or more
databases. Example PS-algol programs are shown in figures 5, 6 and 7.

The program in figure 5 illustrates that requirements 3.1 and 3.3 are met by
PS-algol. The declaration of db? initialises that value to the result of
openDatabase performing a binding of that identifier to the database .
referred to by "MalcolmsDB", and gives db1 the type pntr. db! now refers
to the root object of that database, this is passed as a pnir to lookup in the
initialising expression of the declaration for a. lookup expects data
structures representing a table from strings to pntr values. By convention
the root object of a database is such a data structure. Though this is
checked by execution of lookup, the particular form of data structure
implementing the table is not a concern of this program, and is only recorded
where lookup is defined and with the data. The resulting value for a is
also a pntr. b  receives its value by a parallel course from a separate
database.




when databaseOpenError do recoveryAction
let dbt openDatabase ("MalcolmsDB")
let db2 = openDatabase ('PetersDB")

leta = lookup ("aValue", dbt )

fet b lookup ("bValue”, db2 )

structure S7 (int x; proc (int - int)y )
fetax = a(x);letbx = b{x)

fetay = a(y);letby = b(y)

print ax, by (ax) , bx, ay (bx)

il

fl

]

Figura 5: An examplo of a PS-Algol program using two
databasos

The declaration of a structure class S1 is a specification by the programmer
of the referend type expected. The field names x and y are then used to
obtain values from a and b by subscripting. At each of these
subscriptions a delayed type check is performed on the pntr values.
Associated with each pntr value is the structure class definition that was
used to construct the value. Associated with each field name is the structure
class definition that entered it into scope. If these definitions do not match an
exceplion is raised, otherwise the field access proceeds. As the field name
has a type, the subscripting expression and hence the declared identifier is
given a specific type. Hence subsequent use, e.g. the print statement,
including the function applications, may be statically checked.

This program has illustrated the dynamic binding of two databases to the
program, a type match between the program and each of the databases, and
delayed type checking. The delay in determining referend types permits the
kind of extension referred to in 3.4, In this example, the lookup code has
given associative access to data whose types were not defined when the
lookup code was defined. Consequently items with new definitions may be
put in the database without affecting exisiting programs. In particular, note
that only the structures used from a database are actually declared in the
program (and their scope may be fimited) so that programs are sensitive
only to the definitions of the data they use.

let db1 = openDatabase ("RonsDB")

letit = lookup ("extender”, dbi)

structure PFE (inta;real b ; ... ; pnir exira)
structure Epack (proc (pntr) p)

let extend = it(p)

while moreToDo do
begin
=== ! conduct a dialogue with the user to determine DB to process
let theNextDB = readString {)
let theDB = openDatabase (theNexiDB)

--- ! apply extend to each PFE in this DB
commit ()
end

Figure 6: A PS-algol program dynamically solocting databasos
and oxtonding the structure in thom

In figure 5, the dynamic selection of databases in PS-algol is illustrated
showing that it satisfies requirement 3.2. As the universal union over
structures (pntr) is used as the result of the binding operation there is no
difficulty over typing the openDatabase procedure. A further step towards
meeting requirement 3.4 is also illustrated. At the time when some structure,
PFE , was first defined (i.e. instances of it were put in a database) the
programmer had planned for extension by including the field extra. Since
the referend does not require specification at that time, this field can be used
for any extension. The program in Figure 5 takes a procedure which fills in
this extension for all the PFE s in the dalabases selected by the user.

The code for a procedure which could be the value for extend in Figure 5 is
" given in Figure 6.

let anExtender = proc (pntr aPFE )

begin
struclure PFE (int a; real b; ... ; pnir extra )
structure PFME (string x, y, z; --; pntr more )
let aPFME = PFME (“initiaf x", "initial y", "initial 2, -, nif)
aPFE (extra) = aPFME
end

Hagun 77 a pronodune o edend a P structun
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4.5

Other procedures could add other fields to instances of PFE and typically
they would set up the initial values by consulting the user. Later similar
procedures could extend the PFME instances by assigning to their more
field.

Frequently, in actual database designs we find character fields in records for
this purpose. Then in the programs one finds obscure code to cram data
into these extension fields, with a complete loss of independence and type
checking, in contrast to the provision here. Further, this kind of extension
may itself be extended, whereas the overpacked characler field eventually
deleats the ingenuily to encode.

The programs that previously processed PFE s will operate unchanged. All
these solutions depend on the delayed binding of the referend's class
definition to pntr values. We believe it correct that the programmer plan for
expansion rather than incur the cost of flexibility everywhere.

The ADT mechanism in PS-algol is implemented by returning procedures
packaged in a structure class from a procedure [Atkinson & Morrison 85a].
The hidden data is accessed by statically bound references to locations
within the activation record of the generating procedure, therefore, revision
of ADT definitions, reusing existing instance data, is not supported. Practical
experience with PS-algol's binding mechanisms and their exploitation to
give all the facilities described here, is reported in a companion paper
[Cooper et al. 87].

Amber

The language Amber [Cardelli B4a] introduces an explicit universal type,
dynamic, to deal with program and database binding, and uses inheritance
polymorphism to deal with the exiension of data [Cardelli 84b]. This is
ilustrated in figure 8 (see page 17).

On some previous occasion the definition of the database type, DBT, and
an exemplar value derived by typeOf (<a constructed example>), DBTval,
are slored in a module "DBdef". That module is reopened in this program by
import. A dynamic value is then obtained from "DBfile” by import, the
program then checks if its type description data structure matches the
exemplar type, to avoid an error during the coerce operation. Very few
operations are available on a dynamic value; the coerce operation
projects it to the specified type, and if that succeeds (the types match), then
the operations of that type become available. For the rest of the inner block
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tmport "DBdef"

type DBT
value DBTval
let newValue = impont ("DBfile")
it typeOf (newValue) = DBTval then
let db = coerce newValue to DBT

»== {use that db - e.g. periorm updates}
do export ("DBfile", dynaric db)
else

Figure 7: illustrating Amber's database binding mochanism

(shown by indentation) static binding and typechecking prevails. At the end
of the block, the monadic operator dynamic reassociales the type
description with the value, and returns a value with the extensible universal
union type dynamic. This mechanism clearly meets requirement 3.1, and
3.3 without difficulty. In the case where all the selected databases have one
of a predictable set of types, it also meels requirement 3.2. The advantage
of Amber's approach is that it gives a clear syntactic identification of the
moment of binding and typecheck, and therefore makes the programmer
aware of when the option of delaying these is being exploited.

Amber may not actually meet the requirement for matching independently
developed components. This depends on whether copies of values such as
DBTval are equal to one another or whether idenlily is required. If identity
is required, then a program developed at one site could not match data
which was built at another site, and hence bound to a different instance of
the description structure.

It is not clear whether the data definition (e.g. DBT and DBTval ) may be
extended in Amber, and, therefore, whether Amber addresses requirement
3.4. The type matching mechanism does however allow code to be wrilten
which will process extended data. A record type in Amber is declared by <<
f1: 1, fg?A'Yz, -, fnl Ya >> where f; are fieid names and v, their types. Any record
instance malches all the types described by all subsets of its field : type
pairs. For example, a record fully described by << a: int, b: boo!, ¢: real>>
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4.6

if)

would match <<a: int>>, <<b: bool>>, <<a:int, ¢: real>>, etc. Consequently a
procedure writlen 1o process a given record type e.g. our example, will also
process exlended records such as <<a: int, b: bool, c: real, d: string>> with
exactly the same code.

Napier

Amber and PS-algol were fairly similar in their semantics of bindihg to a
universal type, though PS-algol limits pntr to a subset of all types and
makes the projection and check implicit while Amber allows dynamic to
range over all types and makes the projection explicit. Napier [Atkinson &
Morrison 85b] also attempts to make the point of binding explicit, but sets out
lo overcome three difficulties that arise with the previous two languages:

to avoid a single space of field nhames;
to explicitly identify the extension operations; and
to avoid appeal to external name handlers.

Each of the difficulties will be reviewed first.

In PS-algol only one structure containing a particular iield name may be in
scope at once, otherwise it is not possible to infer the structure type from the
lield name. Since it is impossible to predict which combinations of structures
will be used together, it proves to be good practice to keep all field names
distinct.  This is generally tedious and it makes merging collections of data
very difficult. The same requirement arises in Amber for a slightly different
reason. If names are reused, Amber may infer type hierarchy where none
was intended. It is not clear whether the resulling program behaviour would
be incorrect.

In Amber the arrangements for extending existing data is not defined, and is
certainly not explicit. In PS-algol it involves a particular usage of a pntr field
and after extension the new data has to be accessed in a different way from
the original fields. After a few amendments this access path will involve
several indirections, leading to obscure code. There is no mechanism for
withdrawing aspects of the data.

In both Amber and PS-algol, names, encoded as strings, occur which have
an interpretation exlernal to the program, e.g. "DBdef", "DBfile", "RonsDB",
etc. They are usually passed to the surrounding operating system for
interpretation. This is unsatisfactory, as the rules of interpretation cannot be
specified within the language, and hence suites of software are not portable.
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(In general, language specification and design should be developed to
eliminate these appeals to adhoc, potentially illdefined, external
mechanisms.)

Persistence in Napier is similar to that in PS-algol except for the
identification of its root. Data is kept for as long as it is reachable,
determined by the transitive closure of references to objects beginning from
the persistent root, called PS. .Data not included in this transitive closure,
and not accessible from any active program may be automatically deleted by
the support system.

The distinguished point in the object graph, PS, has type env in Napier,
short for environment. Objects of type env, environments, are collections of
bindings, that is, sets of name-value-type-constancy quadruples. If j is the
set of all possible bindings then the type env is the powerset B (i.e. a value

of type env is a particular subset of B). Two operations allow the value of an
environment to be changed:

insertion adds a new name-value-type-constancy quadruple to the
environment.

and

deletion removes such a quadruple from the environment.

Notice that the type does not change as a result of these operations,
whereas a value of record or structure type holds a constant subset of B, and
the declaration of the type, by record or structure limits the permitted names
and corresponding values, so that these operations are not possible.
Consequently, a programmer making the choice between env and record
to store some value is choosing whether the extension/revision operations
will be available (corresponding to requirements in section 3.4), and
complying again with our principal that the programmer should choose
whether to incur the costs of flexibility.

Since any environment, whatever bindings it contains, is the same type,
env, the other requirements 3.1 to 3.3 are easily met, as is illustrated below.
Figure 9 shows how two environments may be created and made persistent,
that contain the same data as that used by the PS-algol program in figure 5.
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let a = emptyEnv () I create an empty environment

fet y = (proc(x:int —int);x *x)ina

let x = 1ina I a notation for insertion
I now have two bindings in a
I x bound to an integer variable
Leurrently holding 1 and y
I'bound to a proc(int — int ) variable
! currently holding a procedure which
I squares its arguments

let b = emptyEnv () t similarly for b

let y = (proc(i:int —int);i *i *i) inb

let x = 2inb

I now arrange that a and b persist
! and have names used before
let db?! =ain PS ;letdb2 = b in PS ‘
checkpoint ()

Figure 9. croating o environments and making them persist

The identifiers @ and b are in the local environment, and are both of type
env; these bindings are lost at the end of the program. The identifiers db1
and db2 (bound to the same values and also of type env) are placed in
PS and consequently continue to exist, and therefore the values they
contain will also persist. Note that each of the let ... in (environment )
constructs illustrates an extension operation.

Figure 10 shows how some subsequent program could use this data in the
same fashion as the PS-algol program in Figure 5.

use PS as dbt, db2:env in
use db? as x:int;y:proc (int - int)in
begin
let ax =x;letay = y 1rename
use db2 as x :int;y:proc (int — int)in
print ax, y(ax ), x, ay (x)

Figure 10:. roading data from two environments produced in Figurs 9

Figure 11 shows a Napier program to select and process environments (as
an analogue of a database) in a similar way to the PS-algol program in
Figure 6. :

use PS as RonsDB,UserDBs : env in
use HonsDB as extender: proc(env) in
begin

while moveToDo do
begin
print "n Provide name of next DB to process”
let theNextDB = read [name[env]]
let theDB = UserDBs (theNextDB )
use theDB as set:index string to env in

for each — e in set do extender (e)

end
end

Figurs 11: A Napler program to extend the data in
a user selected databasse

This program shows environments performing three rdles:

As the database - supplanting the table structure used in PS-algol i.e.
RonsDB , UserDBs and theDB ;

As the substitute for operating system name resolvers, such as file
directories, i.e. PS, UserDBs :

As an extensible data structure, substituting for the ad hoc use of pntrin
PS-algol, i.e. e.

To permit the name resolution, the type constructor name has been
introduced, it is parameterised by a type which indicates the class of objects
all'such names may name, e.g. name [env] is the type of all names that may
name an environment. read is now a polymorphic nuladic operator which
requires a type parameter to indicate the type of result it is reqguired to
produce. An environment may be subscripted by a name analagous to
subscripting a structure e.g. UserDBs (theNextDB ).
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The use of environments and names is further illustrated by figures 12 and
13. Figure 12 shows a definition for an extender procedure analagous to
that shown in Figure 6; the extender defined in Figure 13 exploits more of
the flexibility of environments and names illustrating Napier's considerable
ability to provide the incremental definition established as a requirement in
section 3.4. A fuller definition and discussion of names and environments
may be found in [Atkinson & Morrison 87].

let PS as RonsDB : env in
let extender = proc (e: env)

begin

let x = “initial x"in e
let y = "initial y"in e
let z = "initial " in e
end

in RonsDB | make extender persist in RonsDB

Figurs 12: A Napier procedure to exisnd an environment with
predofined now name, value, constancy, type quadruples

The code shown in Figure 12 is significantly simpler than that in Figure 7,
and the resulting revised data structure no longer requires a different
method for accessing new fields.

The code in Figure 12 indicates that in Napier the names themselves may
be chosen by the user rather than the programmer. This is significant
because of persistence. The user may dynamically introduce names in this
way, and later write programs which use those names in the conventional
way
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use PS as RonsDB In
let extender = proc (e :env)
begin
! code to show the user the value of e

while moreToDo do
begin
print "'n What name?"
let newName = read [name [string ]]
print "'n What initial value?”
let initialValue = read [string |
insert newName = initialValue Into e
print "'n Insert more names?"
moreToDo = affirmativeReply ()
end

end

Figure 13: A Napicr procodure to allow now gquadrpiots
o be insorted into an environment with
usor dotermined names and valuos

4.7 Statically bound languages

The preceding examples present a progression of attempts to meet the
needs of flexible binding. Static binding remains more convenient for the
programmer wriling an individual program, as it is not then necessary to
specily the expectations on the long term data. Here we only draw the
reader's altention to the existence of such languages in the DBPL camp.
Examples are Poly [Malthews 85] and Galileo [Albano et al. 85b, Albano
et al. 86]. These languages, like many others, such as Lisp, Prolog, APL
etc, achieve persistence by saving the workspace and restoring it to resume
the session. If they intend to be used to build database applications systems
they will need to provide an alternative mechanism for dynamic binding.
This could be based on a remote procedure call mechanism [Birrell &
Nelson 83] perhaps. But that again introduces dynamic binding and
delayed,type checking.
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and

Cost benefit analysis of delayed binding

There are three major costs:

i) delayed information regarding erroneous operations:

i} additional descriptive effort required by the programmer;
i} implementation cosis.

The delay in reporting a mismatch between the bound value and the-
required type of that value is inevitable if binding is delayed. If this were the
case for every binding in the program, then the program could not be
considered safe, and the programmer would be denied readily available
aids to achieving correctness. By limiting this delay to only the points where
it is logically required and focussing the checking at that point, the
programming language is giving the best support for this type of
programming. That strategy was adopted by PS-algol, Amber and Napier.
In that case the rest of the program is statically checked, and as the binding
is made, all the checks that need to be applied to ensure the expectations in
the following code will be mel, are applied at the moment of binding. We call
this eager checking (doing as much as possible as soon as possible). It
has the advantage that if an exception is raised indicating the binding
cannot be made because the value doesn't malch, then the programmer has
a tlear idea of the state of the computation.

To permit the program to be statically checked everywhere else, and to
retain strong type checking over delayed binding, it is necessary {o record
the expected properties of the value. Since they must have been available
when the value was created this is extra work. It is the avoidance of this
extra work which gives the immediate appeal when programming on those
systems which save their workspaces. References to include the source
{e.g. from a file), and cut-and-paste editors only partially solve this problem.
Firstly, they tend to result in including in the interface specification details not
used in this particular binding, thus over-constraining the binding against
data evolution. Secondly, if the data and programs are really independent,
e.g. from different sites, there isn't a common context from which to cut-and-
paste or include. Thus, duplicate definition is an inevitable requirement of
real independence.

Implementation costs divide into additional space to store the duplicate data
descriptions and additional processing to perform checks every time the
binding is made. As programming and dala management staff costs rise
relative to memory and cpu costs, this becomes less significant. in any case,
much of the description needs to be stored with data for other reasons, such
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as space management and diagnoslics. The additional checking should be
limited to that which is essential, as is possible in some of the languages
surveyed, Amber and Napier, the rest should be factored out at compilation
time. Using data flow analysis, many of the remaining checks, left as
delayed by the programmer, may be elided by the optimiser. Recompilation
each time a definition changes may actually cost more.

We regard it as appropriate for the programmer (or applications systems
builder) to have control over where the delayed binding will occur, and
where static binding will be used. Only such persons have the opportunity o
weigh the relative merits of economy in coding and execution of static
binding, versus the flexibility of delayed binding. This balance depends on
aspects of the application. We do not believe it is possible for the language
designer to make an a priori choice which is appropriate (or even
acceptable) for all applications.

Type checking issues

Delayed binding should not, and need not, weaken the strength of type
checking, only modity its timing. But, the requirement of independence does
have implications for type checking.

Two forms of type equivalence are used in languages: name equivalence
and structural equivalence . For name equivalence, two values are of the
same type if their type is defined by the same evaluation of the same type
expression. In practice this means that when a type expression is evaluated
some data structure is constructed, and the type is identified by a reference
to this data structure. Two types are then equivalent if they are represented
by the same reference value. If data and program are to be combined that
originate from independent sources (e.g. different sites) then they cannot
contain references that are equal. Hence, name equivalence cannot be

used in DBPLs supporting the flexibility required.

Structural equivalence is more expensive to compute. Associated with a
lype is an encoding of the expression that generated the type, from the base
types by recursive application of the type construction operators. To test
structural equivalence, one investigates the two encoded expressions
(usually by converting them to a canonical form) to determine whether they
generale the same set of possible values. Though more computationally
expensive, jt meets the need for independence.

These concerns are by no means parochial to DBPLs. Pascal (section 4.1)
uses name equivalence; but a binding mechanism for its files, if
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implemented properly, would need to use"delayed binding and structural
equivalence. Adg [lchbiah et af 79] taces similar problems (section 4.2). It
takes more care than Pascal 1o specify persistence, defining 10 packages

Further investigation of the interaction between type checking and
persistence is required. For example, in languages like PS-algol, Amber

names is unmanageable.

In PS-algo! and Napier type checks may be delayed until g part of the
structure they describe is reached. This permits equivelence of types to be
computed incrementally, which may have significant savings for a binding
between a database and a typical program  which only touches a small
part of it. The utility of this incremental approach requires evaluation.
Optimisations, €.g. not rechecking type matches that cannot have been
invalidated, also need development [Owoso 84].

Conclusions

We have shown that normal database applications require a flexibility in
binding time. This can be met by constructs in a programming language

The present constructs in Napier meet all the flexibility requirements except
the need to replace the definitions of ADTs without loss of their data. New
research is required here, while continued research is needed to refine the
definition of the other constructs.
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