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1 Introduction

MaStA [SCM+95] is an analytical framework for comparing the 1/0O costs of database
recovery mechanisms under a variety of different workloads and configurations. A
major part of the strategy for validating the assumptions of the model involves
analysing 1/0 traces taken from real and simulated database systems running under
different workloads. These traces may be used for example to calibrate device
simulators, or to compare 1/O costs of devices. This document provides a detailed
description of the format of the 1/0 traces.

2 Oveaview

It has been shown that the cost of recovery mechanisms can be critical to the overall
performance of data-intensive applications with 1/0 bandwidth being a limiting
factor. Many recovery mechanisms have been invented, each with different
performance tradeoffs [HR83]. Each technique’'s cost involves not only the overhead
of restoring data after failures but also the time and space overhead required to
maintain sufficient recovery information during normal operation to ensure recovery.
Under different workloads and configurations these crash recovery mechanisms
exhibit different costs.

The MaStA 1/0 cost model [SCM+95] provides an analytical framework for
comparing such recovery mechanisms under a variety of different workloads and
configurations. It is structured independently of machine architectures and application
workloads and determines costs in terms of 1/O categories, access patterns and
application workload parameters. An outline of the model isillustrated in Figure 1.

Each recovery mechanism’s 1/O costs are broken down into a number of independent
I/O cost categories, such as “data reads’ or “commit writes’. The total 1/0 cost of a
mechanism is the sum of the cost of each category.

The cost of each category is derived from the number of accesses it incurs of certain
access pattern. Access patterns such as sequential, asynchronous, clustered
synchronous and unclustered synchronous are assigned to each recovery mechanism
on a platform with the knowledge that the patterns have significantly different costs.
The number of accesses is calculated from workload parameters, such as page and
object size, and the locality of objects accessed. The cost of a category is the product
of the number of accesses and the 1/0 access pattern cost, or a sum of a number of
such products.
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Figure 1: An Overview of MaStA
The model is based on four assumptions:

« Thesignificant extra cost associated with arecovery mechanism isthe extral/O
activity generated: the extra CPU costs are not significant.

* The interaction between the different categories and patterns of 1/0O accessesis
not significant.

e The cost of running an I/O stream in each pattern is the same as multiplying the
average cost of that pattern by the number of accesses.

e The cost of running the I/O streams generated by an application is
approximately the same as running the 1/0 streams generated by the workload
abstraction of the application.

The strategy for validating these assumptionsis outlined in Figure 2.
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Figure 2: Validation Strategy
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Sequences of database accesses generated from synthetic workloads, applications and
standard benchmarks 001 [CS92] and 007 [CDN93], are fed into a number of
database systems and simulators reflecting different recovery mechanisms and buffer
models. Traces recording the generated 1/0O accesses are taken from these systems.
These traces may be used by trace consumers in a number of ways.

» Thetraces may be analysed and used in the validation of the assumptions of the
MaStA mode;

» Trace consumers may run the I/O traces over real and simulated devices in
order to calibrate the device simulators against the real devices;

» Traces may be run over devicesto compare the 1/0 costs.

3 1/OTraces

A trace is afile containing a sequence of |/O trace entries recording read, write and
synchronisation (sync) operations performed on a database. 1/O trace entries are
interspersed with configuration entries recording additional information which can be
used by trace consumers to configure devices. This additional information includes
text describing the system configuration and timings to allow CPU and I/O costs to be
derived.

The trace format allows regions to be defined in a trace to distinguish between
different logical areas of storage used by the database system. For example in a
logging mechanism two regions are defined for the log and the database area. The
trace generator specifies whether these regions are bound to the same device or to
different devices. Figure 3 illustrates two systems, one in which both regions used by
the system are bound to a single device, and another in which the two regions are
bound to different devices.
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Figure 3: Mapping Regionsto Devices

Reads and writes are recorded in a trace as operating over one or more blocks of a
particular region. Synchronisation operations are recorded as operating over one or
more regions.

The trace format allows streams to be defined to reflect some notion of concurrency,
each stream representing a concurrent action. Each read or write is recorded with
respect to a stream, allowing trace consumers to identify and follow threads of 1/0
accesses generated by a particular action.

The trace format permits trace entries to record the predicted I/O access cost of aread
or write, and to record the I/O category in which the operation is performed. The



predicted 1/O costs may be compared with the costs obtained from analysing the trace
or running the trace over devices.

4 TraceFormat

This section contains descriptions of the different forms of trace entries. The
descriptions are intended for use by database systems programmers to provide a
standard format for 1/O traces. The descriptions are also intended to allow trace
consumers to interpret these traces. A sampletraceis given in the Appendix.

Section 4.1 describes 1/0 trace entries and Section 4.2 describes configuration trace
entries. Below the name of an entry, the format shows how the entry is encoded. The
description provides information about the use of the entry, and a description of the
individual entry fields.

Each trace entry is encoded into two 32-bit words, word 0 and word_1 (Figure 4).
The bytes of an entry are numbered |eft to right as bytes 0 to 7. When an entry records
an integer, the integer is held in bigendian format. Unless otherwise stated, byte and
integer values are unsigned.

word 0 word 1
byte O | byte 1 | byte 2 | byte 3 | byte 4 | byte 5 | byte 6 | byte 7

Figure4: Byte Ordering of a Trace Entry
4.1 1/O TraceEntries

I/O trace entries are used to record read, write and synchronisation operations in a
trace. The particular operation recorded is indicated by the value held in byte O:

1 read

2 write

3 sync

4  block operation

The values 5 to 255 are reserved for future use. The value 0 indicates a configuration
entry described in Section 4.2.

411 Readand WriteTraceEntries

Format:
byte 0 byte 1 byte 2 byte 3 24 bits byte 7
read/write | category pattern region # block number stream #
Description:

Read and write trace entries are used to record read and write operations. If no
concurrency is reflected in atrace, the stream number is 0.

read/write

byte O specifies whether the operation is a read indicated by the value O, or a
write indicated by the value 1.



category

byte 1 records the 1/O category in which the read or write is performed. The
categories and their representative values are:

0 Daa
1 Recovery
2 Installation
3 Commit
Values 4 to 255 are reserved for future use.
pattern

The upper 4 bits of byte 2 hold the predicted access pattern incurred by the
operation.

predicate pattern | actual pattern
byte 2

The lower 4 bits of byte 2 are reserved for use by trace consumers to record the
actual access pattern incurred. The upper four bits correspond to an 1/O pattern:

0 not predicted

1 sequential

2 asynchronous

3 clustered synchronous

4 unclustered synchronous

The value 0 indicates that the access pattern was not predicted when the trace
entry was recorded. Values 5 to 15 are reserved for future use.

region number
byte 3 records the region number on which the read or write operates.
blocks number

byte 4 to byte 6 record a 24-bit integer specifying the block as an offset over
which the read or write operates.

stream number
byte 7 records a stream number from O to 255.

4.1.2 SyncTraceEntries

Format:
byte 0 byte1l byte2 byte 3 word_1
3 - - region region bitmap
Description:

Sync trace entries record synchronisation operations over one or more regions.
The values of byte 1 and byte 2 are undefined.
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region

byte 3 records a signed value between 0 and 31 specifying the particular region
synchronised. The value -1 in byte 3 indicates that all regions are synchronised.
Thevalue -2 in byte 3indicates that word_1 specifies the regions synchronised.

region bitmap

The value -1 in byte 3 indicates that word_1 contains a bitmap specifying the
regions synchronised. The least significant bit of word 1 corresponds to region O
and the most significant bit corresponds to region 31. A value other than -1 in
byte 3 indicatesthat word_1 is undefined.

4.1.3 Block Operation Entries

Format:
byte 0 byte1l byte2 byte3 word_1
4 - - - number of blocks
Description:

If more than one contiguous block is operated over by a read or write a block
operation entry records the number of blocks. The read or write is recorded
immediately after the block operation entry by another 1/O trace entry. The read or
write trace entry specifies the first block operated over. The values of byte 1 to
byte 3 of the block operation entry are undefined.

number of blocks

word_1 records the number of contiguous blocks over which the read or write is
performed.

4.2 Configuration Entries

Configuration entries are used to record additional information in a trace. These
entries are indicated by the value O in byte 0. The particular form of a configuration
entry isindicated by the value held in byte 1:

string header entry
region mapping entry
region size entry
block size entry

time entry

format version entry
end of trace entry

O WNEFO

421 StringHeader Entries

Format:
byte 0 byte 1 16 bits byte 4 byte5 byte 6 byte 7
0 0 string length charO | charl | char2 | char 3




Description:
String header entries are used to record the start of a string in a trace. Each string
isrecorded by a string header entry followed by a sufficient number of contiguous
string entries to hold any remaining characters. The format of a string entry is
described in Section 4.2.2.

string length

byte 2 and byte 3 hold a value up to 65535 specifying the total number of
charactersin the string, including the terminating null character.

char 0 -> char 3

byte 4 to byte 7 record the first 4 characters of the string. All characters are
recorded in ASCII format.

4.2.2 String Entries
Format:

byte 0 bytel byte2 byte3 b6 byted4 byte5 byte6  byte7
charO | charl | cha2 | chaa3 | chard4 | char5 | char6 | char 7

Description:

String entries follow contiguously after a string header entry to record the
remaining characters of a string. A string is of the form “X=Y” where X is a
variable name and Y is a value associated with the variable. Strings are null
terminated. The following variables are given here as aguide:

DATE= date in the format YYMMDD

TIME= 24 hour time in the format HHMM[SS]
APPL= name of the application or benchmark
USER= the user’ s name

EMAIL= the user’ s email address

HW-CPU= CPU specifications

HW-CACHE= cache specifications
HW-MEM= quantity of physical memory
HW_DEVO=  make of device number O
HW_DEV1=  make of device number 1
HW_DEV2=  make of device number 2

SW-0S= operating system and version
SW-DB= database system
SW-RM= recovery mechanism

Producers of traces may devise other variables. The string describing a device is
recorded before recording the first region mapping entry referring to the device.

char 0-> char 7

All bytes of the entry are used to record characters.



4.2.3 Region Mapping Entry

Format:
byte 0 byte1l byte2 byte 3 word_1
0 1 region # device# location
Description:

A region number is mapped to a device number using aregion mapping entry. Up
to 32 regions may be mapped. A region must be mapped to a device before
recording the first 1/0 trace referring to the region. A region may be re-mapped to
adifferent device at any time using another region mapping entry.

region number
A value between 0 and 31 in byte 2 specifies the region number.

device number
byte 3 specifies the device number being mapped. The device number
corresponds to a device described in a string such as ‘HW_DEV0=CDC Wren V
SCSI drive' recorded earlier in the trace.

location

word_1 records the location on the device to which the start of the region is
mapped. The location is given as a offset in blocks from the start of the device.

4.24 Region Size Entry

Format:
byte 0 bytel byte2 byte 3 word 1
0 2 region # - region size
Description:

A region size entry is used to bound the size of aregion. The value of byte 3is
undefined. The size of aregion is recorded after the region has been mapped to a
device using a region mapping entry. If no region size entry is recorded for a
particular region it is assumed that the upper bound of the region was unknown
during tracing. Note that the upper bound of a region may be determined by the
trace consumer by scanning the region and block numbers recorded in 1/O trace
entries.

region number
byte 2 specifies the region number being mapped.
region size

The size of the region as a number of blocksis recorded in word_1.



425 Block SizeEntries

Format:
byte 0 byte1l byte2 byte 3 word_1
0 3 region - block size
Description:

Block size entries record the block size used by the database system over the
regions it uses. A block size entry may refer to one region or to all regions. The
value of byte 3isundefined.

The block size of an entry is recorded after the region has been mapped to a
device using a region mapping entry. The block size entry for a given region is
recorded before recording the first I/O trace entry referring to the region. If the
block size of a region is not specified it is assumed that the block size of the
region is 4096 bytes. The block size of a region may be changed during a trace
using another block size entry.

region

An unsigned value between 0 and 31 in byte 3 specifies the region number. The
value-1in byte 3indicatesthat the block size refersto all regions.

block size
The block sizeisrecorded as a number of bytesinword 1.

426 TimeEntries

Format:
byte 0 bytel byte2 byte 3 word 1
0 4 form - time
Description:

Time entries are used to record two forms of time: real time, and elapsed time
since recording the previous elapsed time entry. The value of byte 3 is undefined.
Elapsed time entries are recorded immediately before and after recording /O trace
entries, allowing CPU and 1/0 costs of the database system to be isolated. Elapsed
time entries are optional.

form

The specific form of atime entry is indicated by byte 2. The value O indicates
that the time entry records real time. The values 1 and 2 in byte 2 indicate that the
entry records elapsed time in microseconds since the previous elapsed time entry.
The value 1 indicates that the entry records elapsed time immediately before
performing an 1/0O. The value 2 indicates that the entry records elapsed time
immediately after performing an 1/0.



time
When byte 2 holds the value 0, word_1 records an integer denoting the real time
in seconds since midnight 1st January 1970. Otherwise, word_1 records an integer
specifying elapsed CPU time in microseconds since the last elapsed time record.

427 Format Version Entries

Format
byte 0 byte1l byte2 byte3 word_1
0 5 - - version
Description

A format version entry specifies the trace format version used to produce the
trace. The first entry in atrace must be a trace format version entry. The values of
byte 2 and byte 3 are undefined.

version
word_1 records an integer specifying the trace format version number.

428 EndTraceEntries

Format:
byte 0 bytel byte2 byte3 word 1
0 6 - - -
Description:

An end of trace entry records the termination of a trace. The values of byte 2,
byte 3 and word_1 are undefined.

5 Appendix

The following is a sample trace which may be used by a trace consumer. All values
are displayed in decimal.

Trace Entries Description

0] 5] \ \ 0 | trace version number 0
L o] 0] 7 _[N[A['W]E] string header entry and
= [s] ] v [s]¢]| ‘n]e | stringentriescontaining

T e T Y “NAME=S. Scheuerl”
Lulef e[ [ [ ]
Lol 0] 0 [s|w[~]D] string header entry and
(B [=['N[a[p ][ [‘e] ] stringentriescontaining
‘ g ‘ g ‘ o ‘ N\ ‘ o ‘ ‘ 0 ‘ \O ‘ SW-DB=Napier88 V2.0
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oo 5w D string entry containin
CETVI O [WIRTE [N ] Y DEVO-WREN V"
Lol [ [ ] \t_ t i ;

ime entry containing seconds
Lol a4 o] | 813768166 | since midnight 1st Jan. 1970
"o 1] 0 0] 5 | region mapping entry, mapping

region O to device O at block O
2] | | | 5 | block operation entry - the following

I/O operation is over 6 blocks
"o 01 [0 5 | read trace entry, data category,

: seg. pattern, stream 0, block 2

0] 6| \ \ | end of trace entry
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