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Autonomic Computing

Agenda
= Autonomic Computing Architecture | -2
» Touchpoints
»Autonomic Managers
»K-services

= Autonomic Computing Core Technologies
»Problem Determination and Self-Healing
»Solution Change Management and Self-
Configuring
»Autonomic Computing Policy Management for
delivering policy-driven IT
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Autonomic Computing

Components of the Autonomic Computing Architecture

The autonomic computing architecture abstracts or organizes the systems into some
basic elements.

*Touchpoints

*Autonomic Managers

sK-services
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Autonomic Computing

Building Block: Touchpoint

A major contributor to the complexity of managing an IT infrastructure is the diverse
syntax and semantics in the mechanism used for the manageability interface.

A touchpoint is an autonomic computing system building block
that implements the sensor and effector behavior for one or more of
the managed resource manageability mechanism.

______________________________________

Commands L09S Events o,
Configuration Files
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Autonomic Computing

Building Block: Touchpoint
Overview

A touchpoint is an autonomic computing system building block that implements the
sensor/effector pattern for one or more of the manageability interface mechanisms.

Managers obtains details through its sensor. Managers changes details through its effector.
Two Modes: Two Modes:

(1) Manager request details (1) Manager initiates the change

(2) Resource provides details (2) Resource requests the change.

The details a manager needs to

monitor and control a managed

T LT T ) resource.
Properties: Identification,

Metrics, State, Configuration,

. Relationships: Hosts, Uses. ! The mechanisms used to
"""""""""""""""""""" monitor and control a managed
Commands 098 Events,n = | resource form its

Configuration Files ] manageability interface.
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Autonomic Computing

Building Block: Touchpoint

A manageability interface for a managed resource that incorporates these four
interaction styles enables most self management scenarios.

A sensor enablers a client to access state A effector enables a client to change state using

using two styles: two styles:

Retrieve-State is an Receive-Notification is Perform-Operationis an Call-Out-Requestis an

interaction style in which a an interaction style in which a interaction style in which an interaction style in which the

client polls for some details. ~ resource manager sends an client issues a command resource manager asks another
unsolicited message. against a resource manager.  capability for some details.

. . Sensor Effector . .

Logs Event
Commands vents APls

Configuration Files
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Autonomic Computing

Building Block: Autonomic Manager

An autonomic manager is a configuration of automated functions that deliver “self
management” capabilities.

Analyze gg Plan

Monitor Execute

Knowledge
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Autonomic Computing

Building Block: Autonomic Manager

Self-Management is an automation style that implements a control loop that is
driven by the circumstances observed in the system.

An autonomic manager is an autonomic
system building block that implements a

control loop.

Analyzes observed situations to
determine if some change needs
to be made.

Creates or selects a
plan to make a

Analyze Plan desired change

Makes the changes
by performing the

s Monitor ' Knowled Execute lan
Collects details from the LDALEEEE xecu p

system and organizes
then into situation that
need to be analyzed.

Shares accumulated knowledge
across the elements.
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Autonomic Computing

Building Block: Autonomic Manager

Self-Management is an automation style that implements a control loop that is
driven by the circumstances observed in the system.

W -
ssutonomic Manager

Analyze Plan

Monitor Knowledge = Execute
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Autonomic Computing

Building Block: Autonomic Managers

™ Sensor — Effector

Autonomic Manager

LA

Knowledge

™ Sensor = Effector

Autonomic Manager

L A

Knowledge

Sensor Effector

Managed
[ Resources ooe®o®

Managed Resource

|

< NOISIO3a < S1v0D

“Orchestrating” AUTONOMIC MANAGER
= Accepts higher level business goals

= Translates business policy into goals and
objectives for the resource its managing

= Pushes Goals down onto its managed
elements

“Touchpoint” AUTONOMIC MANAGER
= Accepts goals
= Translates goals into effectors to be pressed

= Pushes down onto effectors and measures
goals via sensors

Managed Resource
= Accepts decisions
= Manages resources accordingly
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Autonomic Computing

Building Block: K-Service

A k-service is used to share knowledge between autonomic managers.

. J

K-Types define the syntax and semantics for a type of
knowledge.

K-Type is “configure” data for an AM.

When appropriate, identify/build enabling technology
for k-types.

K-Service is a building block for sharing knowledge
between AM.

K-Service existing for k-type/query combinations.
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Autonomic Computing

Building Block: K-Service

Knowledge can be passed to the autonomic manager as configuration data or the
autonomic manager can request knowledge as configuration data.

Policy | | Symptom

The behavior of the
autonomic manager is
controlled by policies that
describe what needs to be
accomplished.

Policy
N N\
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Autonomic Computing

Interaction between components

The interfaces for an Autonomic Manager and a Touchpoint are defined as “services”.

Assign Resource (Touchpoint)

D D Service interface to control and
monitor the autonomic manager.

A P
M E .
er (AM) L
oint to
contact its manager.
""""" '. %rv}ce interface is used to rwjnitor and
iMe-Notirication
=

_______________
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Autonomic Computing

A simple example

= Autonomic elements have two management tasks
» They manage themselves
» They manage their relationships with other elements through negotiated

agreements
Autonomic Database “I need to allocate Autonomic Storage Array
some additional table
“ space ” >
1
. Qi B
S~ — “ am reallocating

storage and
moving the
information”
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Autonomic Computing

Multiple Contexts for Autonomic Behavior

Customer - - Enterprise
Relationship ﬁ ﬁ Resource BUSII’IGS._‘.‘. SO|UtI_O_nS
Management, D LN NS Planning (Business Policies,
[l e e g e v Processes, Contracts)
Server ﬁ Enterprise ﬁ Storage ﬁ Groups of
ramm O oers . oo | Elements
;;uw' ;':-QVVMV ;,_,;..;, !;,;,f ,,| - _m:, .;mrf ;;mr| e #V (Inter-element
B ~ > »ﬂ‘ = | _{ﬁ b | g B BT BT (T B self_management)
e e Ml e T e S
' : ' Mermcsall ' : (Intra-element
Network self-management)

Servers Storage Middleware Database Applications

Devices
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Core AC Problem Determination Technology:
First steps towards Self-Healing Systems

1. Common Base Event (CBE) Model

= Standard to facilitate intercommunication among components
supporting logging and problem determination.

2. Generic Log Adapter
= Converts existing log files into CBE format
3. Log and Trace Analyzer

= Organizes log and trace data into CBE format for problem
determination

4. Symptom Database

= File of symptoms, string match patterns, associated solutions and
directives used in analysis of events and messages in a log.
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Autonomic Computing

Common Base Event Model: Overview o Base Evers

ubmitted to OASIS

= Data elements in logs need to be in a consistent format to facilitate
correlation of events from different infrastructure components, and to
facilitate effective intercommunication among disparate applications and
systems.

= Common Base Event (CBE) model is a_standard describing how system
activity is recorded and communicated.

= Common format for logging, management, problem determination, and
autonomic computing

= CBE Elements:

1. ldentification of component reporting the situation
2. ldentification of component affected by situation

3. The situation (REQUEST, START, REPORT, STOP, DEPENDENCY,
CONFIGURE, CREATE, CONNECT, etc)
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Generic Log Adapter: Overview

= An adapter for the
conversion of existing
log formats into CBE

» Standards based: Java
plug-in on top of the
Eclipse platform

= GUI: For the creation of
mapping rules.

* Runtime: Takes mapping
rules as input and
produces CBE records
as output.

= Open Source — Project
Hyades:
http://eclipse.org/hyades

Generic Log Adapte
Edit Mavigate Seatch Project  Run

ter - Log and Trace Analyzer
Adapter Editor  Window  Help

alls-ls[l%«-3 -

Sk adspter X |

<l =

&

=-[@ Adapter
(=B Contexts

B Conkext Basic Context Implementation
=8 Corfiguration [NE29FASO0B3S1 1DES000F1 C4DETF3184]
=-B[] Context Instance [NE29FAS10B351 1D55000F1C4DB7F31S
#-f2 Sensor [NSZDO790063511088000F 1 C4DETF31654]
- MIE Extractor [N32D07910B3511 DEG000F C4DETF3154]
=g Parser [N82D079208351 1D88000F 1 C4DE7F3184]
(=[] CommeonBaseEvent
@ creationTime
=@ msg
P b Substitution Fule $1
®-@ severity
= Formatter [N82D07950B351 1D88000F 1C4DB7F3184]
£, Outputter [NS2D07960B3511DEE000F1C4DE7F3184]

Description
Unique ID

Context Instance for the current component
NEZOFAS10E3S11DSS000F1CHDETFS184

Continuous Operation =
Masimum Idle Time [20000 |

Pause Interval

[1o ]

Template Log Ci\lagsidicrknisacilogsirklo. .. (view shows event 1 of 10 known events) =

©Cutputter Result Crilogsidicrknisaciilogsir..._02_04.log (view shows result for event 1) =

x| ke e w0 8

Feb 02 04 22:53:52 * [ * rkserviet:retrievelnitConfig *

[<CommonBaseEvent creationTime="2004-02-02T22:53: 522"
loballnstanceId="N32020C00CB2 11 D88CC189783CDF371E"
severity="10" version="1.0.1">

sg="
<CommonBaseEvent >

Outputter Result |Log Cantent | Tasks

ReutersLogFile

© 2004 IBM Corporation




Autonomic Computing

Log and Trace Analyzer: Overview

Customer pain point:

Difficulty in analyzing problems in multi-component systems

° Viewing, analysis, and
correlation of log files

* Consolidated
environment that deals
with logs and traces
produced by various
components

* Easier and faster for
developers and support
personnel to debug and
resolve problems

* Link to WebSphere
symptom database
available today

Mavigal Run d Help
Jlﬂ' |....5HC* \'F'\.Eb\%@a%amﬂ

\@mﬂﬂ

File EdtNgt Sea hP]tPH Run ‘windaw Hlp

= |....5|C%t |Jth|lab|%@L%am

@] sl |mma

El& nknow [PID3196]
LE am

ActionServiet | ItemHelperBean | Programi
nitaring...callecting > J2EE Res

ringMode! | Concreteonlineitem_4624cbbi | Corn

@mma

el ConcreteOnlingitem_4624cbbi onc
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Log and Trace Analyzer: Parsers and Correlation
Engines

" Profiling and Logging - Log and Trace Analyzer

oject Profle Run  Window Hel

» Eclipse based tools -

%A DRE [ E- || 9] -

e Search
BEa (%2
o v

Add the Ing Files vou wish to import.
& Add Log File

= Built in parsers: Imports
existing log files and
converts to CBE format on
the fly.

| & ¢ o eF |EB

el
Q= <terminated> IGM WebSphere Applicat 1

= Built in correlation engines:
Visually displays the
correlation between log
records using a number of
factors: N d

= Sequential Correlation e |

= Associative Correlation
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og and Trace Analyzer: Symptom Database

@ a W x

HTTP Server ¥1.3.20, ¥1.3.26, ¥2.0 access log files 1BM Websphere Application Serwver ¥5.0 krace log files IBM Websphere Af A |
: [ E— =

» Used in the analysis of
events and error messages

that may occur in a log.

= XML file of symptoms,
string match patterns, i
|

l

associated solutions, and i ]

>

4 |

- -
I r Iv & readdndHandieRequest & severiy s &
u B @ rn < il ] &
[+ @ CONMPOO?7I: Mapping the Fallowing SQLE#EEption, Details locallnstanceld | Analysis Result
-}
[=2] DSRADDE0E
B DSRADDGOE
- Extended messags documentation - Explanation: The database back end generated an
exception which was caught by the Data Store Adapter and reported to you.
B User Response: Try ta fix the primary problem reported by the database software.
B |--WAS 5.0 All Versions—|
ER
Ll |
] Ao message text associated w\t.h key Bat.kEdHash ———
#73 BackedHashtable. StaleConnetienException =l 2cr0020E
A’ - B CONMTO07I: Mapping the Following SQLException,  Extended message documentation - Explanation: This message indicates that an
B _LZCADD4GE: Method createManagsdConnctionWit  exception was thrown by the Pool Manager when attempting ko allocate a Managed

R Connection. The exception text should help with deciphering the problem encountered
E janager could -
D Mo message text assoiated vith ks B User Response: IF there are no user controlled indications, the message may be due to

& i an error in the internal 12C runtime processing. Contact webSphere suppart and provide

-5 BackedHashtable, StaleConnectionException the data from running collsctar. bat.
@ onn |---WAS 5.0 All Versions—|
B readAndHandisRequest a3
S : =
Log View | Sequence Disgram | Tasks
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Autonomic Computing

= Symptom Database Editor: Edit
existing symptom databases, or
create custom symptom
databases specifically for your
environment or applications.

= Define application specific
directives and solutions

= Augment a product’s
symptom database based on
actual experience

E--E!] etpsymptorndb
= §8 1zcanmzoe

Solution narme:
| ‘WebsSphere and the DB server, or DE server may not be up and running properly. E|

i, User Response: Contact your network o Description:
[}S “four application probably cannot access a database server, This could be a network
£ 1] > L] u C
Crverview IDeta\IsI
& readAndHandleRequest | @ locallnstanceld
& readandHandieRequest "~ @ globallnstanceld ME2B320000E31 1D83000B99DFO0DTFCE
& run @ creationTime 2004-03-02 12:45:40,736000-05:00
& COMM7007L: Mapping the Following SQLExce 2 severity 50 ]
™ 12CA0046E: Method createlanagedConnctic @ priority 0
Lu JZCAUE'%DGE The Connection Pool Manager o 3 msg J2CAD020E; The Connection Pool Manager could r
& Mo messige text associated with key Backed @ repeatCount 0
=] BfatkEdHashtah\e.Sta\e(nnne(t\nnEx(Eptmn % elapsedTime 0 | |
& dispatchByURI @ sequencelumber 0
& readAndHandleRequest & wersion 104
& readAndHandleRequest et e &)
& readAndHandleRequest L] Al ]
& run = Details locallnstanceld | Analysis Result
& COMMZOOTI: Mapping the Following SOLExce I =
™ 12CAO045E: Method createManagedConnctic  12CA0020E |
™ 12CAD020E: The Connection Pool Manager o J2CAD020E
5 Mo message text assoclated with key Backed  Y0Ur application probably cannot access  databass server. This could be a :
5 BackedHashtable. Stalec HonE. i network connectivity problem between WebSphere and the DE server, or DB =
ac ashtatie. _aE onnec “j_" *eEption server may not be up and running properly.
& COMM7O0TL: Mapping the Following SOLERCE  ser Response: Contact your network or database administratar,
M 12CANN46E: Method createManagedConnctic =
™ 12CA0020E: The Connection Pool Manager o —
= o message text associated with key Eac.ked DERADIE0E
EucTEree hiable. StaleConnectionException Extended message documentation - Explanation: The database back end
generated an exception which was caught by the Data Store Adapter and
reported ko you. 3

< = i

User Resoonse: Tryw to fix the orimary oroblem reported by the database

Log Wiew ]Sequence Diagram
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Log and Trace Analyzer: Profiling Tool

& Profiling - 16M WebSphere Studio Application Developer = o ]

Fle Edt Havigate Search Project Profile Run Window Help

- TOOI for proflllng Juﬁfv\.alJ@vlJrFlem [EEEEL &« [=%-[|maa

I |[ - profilng Moitor ~ x |[@ irat Fl% AR B~ =
- - - = J i
®|| > o | fik | < iter: | IV Case-gensitive
g -3 unknown [ PID3L96 |
’6 Ll <terminated:> J2EE Request Profiler (Jul 19| »Class Names || Package | Base Time | Average Base T... | Cumulative Time | Calls
- = [# _FlaralDetails @ org.apache.jsp 0.049998 0.016668 0.049995 3
to diagnose performance B B
& org.apache.... 0.711001 0.177750 1.661998 4
[# ConcreteOnlineitem... & com,acme. &b 0.000000 0.000000 0.000000 16
[F ItemHelperBean @ com,acme. &b 0.150000 0.050000 0.870999 3
a n d m e m o rv I ea k ElPragrammingModel 0.730939 0.121833 0730959 6

p ro b Ie m s dE profiling - 16M WebSphere Studio Application Developer E 3l x|

Eile Edit Mavigate Search Project Profile Run  window Help

EREEREN R - N EEE Y=Y jglls|a-||mmam
H H ﬁ db Profiling Monitor - X g X
u =
Interactively profile v ian s ey | | |
= = (=G unknown [ PID:3196 1 aActionServiet | ItemHelperfiean | ProgrammingModel | ConcreteOnlineitem_4624chb0 | Comis
appl Icatlons on Iocal and ,% .. E” <monitoring. . collecting J2EE Rex 54 oL . = 192 2 o5 57
- ActionServlst TtemHelperBean ProgrammingMadel ConcreteCnlineitern_4624cbbi Cone
remote deployment — T &
environments e
: i ' | -Overv
| | | I
I:roFiIing Manitor J Iavigator : Cla:s Method Statistics {Sequence Diagram _>I_I
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Solution Change Manager

Customer pain point:
Difficulty of deployment in complex systems

= A common infrastructure to ensure a simpler and more consistent

deployment experience.

» Gommon tooling to reduce the cost and complexity of building, deploying, and

maintaining software solutions.

» Common deployment descriptors to describe the installation capabilities and
dependency requirements for a given software package.
» Common packaging to which can be used for new installations, upgrades, and

maintenance.

» Common dependency checking technologies to validate environment

(hardware, OS, software, configuration, etc.)

= Consistent methodology for creating

software packages

= Install, update, fix, uninstall, repair,

rollback, commit the package

= Verifying the deployment so the

24

software is ready to use

.~

\_

Architecture and Standards

~

Data model of an installation

package and installable
units

Interfaces of components to

process this data

_
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Solution Change Manager Highlights
Change *Analyze
Manager

Dependencies

=Deploy pre-regs (as
Installer part of Package)

=Deploy Application
Components

Product Update
Install Install Dependency
=Create Application Checker
Components and
descriptors

=Create Solutions/Packages

=Create Updates

» Enablement in
the middleware
and OS
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Solutions Administration Today

*Industry Solutions include...

f eServer, WebSphere, Tivoli, DB2,
Lotus, Rational...

=101x|

- iSeries Information Center

Manage 'Rchasp04'?

Select the tasks or system resources in the left navigation

bt Lo work wih this syl
Release VERIMD
. ] ] IP address: 476696
I n r n r I I n Operating system: 05400
Type 9406
Model 830
Serial nurmber 1038180

tandard soft Internet Explorer _[olx|

| bk - 5 - D ) OF | Qeorch (aiFsvortes (Jrisory | 5 b B - 2

I L e —————

{ Customer Applications
=Different Admin consoles

f No look & feel consistency
{ No administration integration -

+ Agminister Seners The server processes hatare fo un on the node. Ear mare information
B M Servers Fitter b [* [Applicatior Server =] 6|

~ Manags Applicstions

2 Enterprise Applications. start| atop | Restart New| Dalete

13 Install New Application TAIETTC Hode + Status »

2 Perormante Monioring
@ Perfarmance Summary

MgServert (Cluster!) Node Running

o po o MyServer? (Cluster!) Noded Running

.MU|t|p|e - COStly |eal’ning curves S

Ele Edt View Favortes Took Hep

AnotherSenert (Clusters) Nodes Running

Anothersenver2 (Cluster2) Noded Running

Lo ]
Back " Fovwed | Slop  Refiesh  Home

B- 5 @

Gl -
Seach Favoites Histoy | Mal Pt Edt Discuss

{ Delayed deployment of solution
f Increased admin training costs —

~ View Sample Dialogs

Template 1: Entry Fields Presentation Imperative Template 1
Ternplate 2: Required and Error | 18Xt d=scibing the users activity would go here
Template 3: Drop-Down List and

. [
| Template 4 Table with Many En *Reduired Entry Field
Template 5: Dialog with Subheac |
Entry Field

» Noteboak Control ]

Entry Field

i —— [T

f Java, G, C++, HTML, XML . st

RecertTask2
Elc

{ Installed Client :
f Web based
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Integrated Solutions Console Technology

=Standards-based architecture
1 J2EE, Java, XML
1 JSR 168 - Portlet API's
=Portlets allow administration
functions to be developed in a
solution-oriented manner

=Packaged and deployed like J2EE
Web Applications

3 Integrated Solutions Console - Microsoft Internet Explorer

megrated Solutions Consola

Portlet APls

WebSphere Portal Technology

J2EE APIs

WebSphere Application

Server Technology

File  Edit Wieww  Faworites Tools  Help

oBack - = - I al | $0 Search [ Favorites

@Media 8 | %v =

Integrated Sotions Console

Address I@ htkp: jfhowerter29. raleigh.ibm. com: 9031 fibmjconsale)lutip

; T A
LT R SR -
8. 23 s -
work Iterns | status 7 uuuuuuu L|
View | fil =1 Wielcarne
welcorne weloorne
Integrated Solutions Console provides a comrmion adrministration console far mmul
products, The table lists the producd: suites that can be administered through thi=
of the conzola.
W
Sal
Page 1 of 1 | | Total: 2 Filtered: 2 Displayed: 2
|@ Do & Intern
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Console Components built on ISC

28

Business
Logic

Integrated Solutions Console

Hel Role
P ] Page | Definitions

Portlets J | Definitions ]

ISC additional features
Theme, Navigation, Tasking, Status, Help

Portlet APls

WebSphere Portal Technology

J2EE APl

WebSphere Application Server Technology
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Goal: Admin Console Convergence

Integrated Solutions Console (ISC)

il

= —ee—

[y =y ——
o IR o &
Rl Sl
3 Favorites @Director DK o
& e
Greamns
el (@ Director Health s
Bous s e o
G ot o
e ‘ S S
G ory Fom B
S NS @
Govaens Sy antGogs (0 Moo ) T
@ Stostete e iersees
P
e b o
oz o
ot o
Ls = e
= i oK @ A5/400 Operations Navigator [=[Bfx]
s P el e (o) Fl: Edt Vew Gotons Hep
opepinRxa@@e
Enviarment WyAS/A00 Comnectirs [ Fehesdnd Pt Ot et A1
Forsgamart Caria Fehosdom) ] [ utpoane [ cupitaue | rorpemredaora—[eer =
Hy ASH0) Comections £ Qpiotog BRI QUCBTCLILR 15
ol Rebastol Dicpiotlg T s o515
=3 e Riaats Domier oo o
Rt ooty T Quiatssist QspLios
Rehasdd Pa
Biquret w121 =y
roencnt Era el KRR R Diopiotly T Quiatssist QspLioe
o Dome  moi qween ol
« Copieblog L QPuFsERISO ey
o Basic Operstons o
ERSE DR A CIEELE \ e W o o =
3 Frincer Output £ piobog FRTIL CRWTRIR WAIGHTIUSR.
Navigaion Area 1 Senver ant Parttor:Senver taragement % Friners ey G DO WRGHTER
@ xbs Dopeboy 1L QEossomT SR
& @ Nanagement Envionmrent Hame [Shte__[Gperaior>anelva 9 work Management 3 Gpitiog FRTIL czpasomIT Quser
 aue £ e Ry 7777 993 B ConfouatonaniSerice || CiCpioblon T cEossomr Qi
& [ wheeo austr o ecn Be - d s =1 3 et 3 Gpitiog PRI QEDasOINT QuSER
% Ester Verager Seuiy g#sm?vtﬂés Difeoloi Tases Assoeations Oplions Wi Heln B ety Dioptes 11 amasomr Qs
& g >aritons I ¥ Users and 3rcups £ Qpioblog FRTI QEDASOINT QUSER.
0 | atasase -
i catfiate sthorty & A [aEenratin 3 e =) .J J#® ;Eg: =l ;g::::; Lo gg:zgm gﬁiii
S [ sewe-Geourty B2 owerCnonr z rofe Groups Group Contents {14) Tasks @ soplistonDeveopment | 3 Cpicbiog BEn T cea
[] objectivznager s3c. [ >owerCnDiagnosiicSicra:BectL strofle -5 A Broups. -8 mwsn Adjanced System ianagerr 2] % QFPJE"::E' o £ apioblog RIIL QzbasomIT QUSER.
o 3 i = & 9500-2380088 ] assein ackup, Recorery sndMEC v | 7% gpiotiog FRTIL QzbasomIT QUSER.
B[] Eerez and Patter [ 2owerCngviEPIcfile | | St |
o 1 o et o - [ a3m & ServeRAD 2 4500-2300183 R copacity Manager e 7
172 Wenagerrent ereCHd ] i o . obets
EOETeTlER " [P Clustors and Cluster vlombers | 33 1500 2260128 I Erawear '
[T HMC Mainenzr e [ 2owerCnDiagnosiicDafaulBootLisProfle W B8 ss00esm0s €9 Cluster systems wanageme
| Earos Apouafons [ Racks ard Members -3 000-550030T Confiaure Alerl on LAN
| e Qunseozaer ornien 18 5P Cevices B & owaTTs 2 orfigure SNMP Agent
(] whss03.austir b corn & Systams with Slert on LAN 8 & msoeso0 {E] OMI Browser
- Sysiems Wi fsselD -2 wzsPae & Srentaion Frans
7 Reay J20tyects shovn 0 Hicden. [T Object selecied. Fiscroot scot 2 Systems with CM B wxaorazt [ EventLog
& Spotome with SNMP Acert {38 MFs00D ) Fibre Channel Storage Man:
£ Gystems witn Wineows 2000 | -2 MFS000_CUENT? G il Transter 1BM TotalStorag
- Srsiems Wi Windows NT E x210-23R 0033 ' Fugi Gauge Moniior & RiHL Sy
232-2300060 B, imventerr o]
Nierasat Cluster S = . ]
8 ruetwork Configuration
) Process Managemert Available LUNS
DFeck Manager } Honage Sorvers and Clin 57151 o1 O e valate —JNo,and Ter selc: a1 actcr o 52 LUNS
4 1 » Manage fccess 5% [rsros ool 2]/34]
> Manage Copy Senices ‘ ‘ ‘
. Seec WNID  Siza(VE) |Vendor  |Produst  Noce W
% Ready Host: 5300-550050T Usor ID: Admirisirator 3PN EDT | » Manage Filing
~ Manage Storage O iocae oy £ss =SB0000023452
Ems %0438 oy Ess =SB000002345
Create a Paal
ior— O e =Y Lodestcre 560000023452
volumes =
‘2dd Volmes [ 54 v £ss BU000123452
= Luts (R =1} 05 Hiech - =SB0000023452
A
— » Ll 4 Paptofs b [ Tota:"0C Fitsred 12 Displaged:12 e ectett0
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Example Functions

= System Health

MName [ Status
»Group Status and Properties e :Mﬂ
»System Status and Properties —— =
»Resource Status and Properties S 100 o0
ion5.austin. ibm. com .100 {OH)
"o . Page 1 of 2| [>| | E] |TDta|:B Filtered: &8 Display=d: 5
= Problem Identification

»Consolidated Monitoring
»Access to logs and message queues

= Corrective Management

»System Control (e.g. shutdown, restart, etc.) o Process CPU Process CPU Usace
»Job/Process Management and Control (e.g. kill (Systam: rchasinx)

a prOCGSS) 091 [ (2] 7 (] | [Cseesrion— T[]

~Resource Management and Control (e.g. delete ™ —..™  a...™

an event, : =

»Task Execution S

100 (Started)
100 (Started)
100 (Mot Monitored)

100 (Nt Monitored)
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Processor user time 100 (Nt Monitored)
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Page 1 of 2| [ ‘ | Total: 14 Filterad: 14 Displayad: 10 Sal

30 © 2004 I1BM Corporation



Autonomic Computing

Summary of Autonomic Computing Policy Goals

= Develop the AC Policy Language (4-tuple) specification
» XML grammar that provides a unified view of policy content
across a heterogeneous enterprise

= Develop technology — Policy Management for Autonomic Computing
— which delivers a policy-driven autonomic manager for resource

management
» Used to configure and manage resources

= Provide design to guidance for developing system-level Autonomic

Managers
» @Goal-based Autonomic Managers, like eWLM
» Joint work w/ ODDC
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Types of Policies

= Business Policy
» Typically encoded into applications, or associated w/ rules
» E.g., Gold customers get better airline seats, faster service

= IT Policy
» Typically encoded into the IT application, or occasionally w/ policy-
based management
» E.g., Gold transactions get 500ms average response time

= Seldom intersect, but should
» Gold customer gets preferential application treatment (gold seating),
and preferential IT treatment (workload)
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Background: Autonomic Managers and Policy

Autonomic Computing

[ Manager / managed is a common IT paradigm }

33

Policy

Manager

This is what
I’'m doing

This is what you should do.

Employee

Policies guide the behavior of the
manager. “If the employee is not
a mobile user, then their cell
phone bill is not reimbursable”.
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Background: Autonomic Managers and Policy

Autonomic Managers are simply Managers
conforming to AC interfaces and data formats

™ S

E

Autonomic Manager

This is what I'm doing
(Common Base Event)

Managed
Resource

Sensor and effector interfaces, event, policy, etc.

Policy

Autonomic managers are
guided by (“configured by”)
policies (AC Policy Language,
aka 4-tuple).

\ /ThIS is what you should do.
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Anatomy of the AC Policy Language (“4-tuple”)

= Four common concepts identified: DB2
» Scope

- Specifications to identify what is or is not subject to the intent.
» Precondition

- Specifications to express when a policy is to be applied or is @
active.

» Business Value
« Specifications to express utility functions to make economic

trade offs CPU Util
» Decision (Goal/Action/Result) M\
+ Specifications to describe observable behavior or objective.
= Designed by adopting concepts from the industry policy
languages

» Workload Mgmt, Provisioning, IETF/DMTF standard,
Storage policies
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A Simple Policy Example

%9@: server type X u Sensor | Effector ]
—_— |. i d . H 113 H H
2gﬁ3}ti srr:!o ication stoppe Autonomic Man ager Monitors for “application

stopped” CBE.

service X=running
BV: 10
Decision: Restart app 7

Retrieves “service X state”.

Knowledge Evaluates the policy
conditions and business
value

Retrieve Command
State Notify

Sensor Effector

Restart the app.

Managed Resource
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Policy Management for Autonomic Computing:
High-level Solution Architecture

Policy Editing Editor

- \
S r— E —

Autonomic Manager

Policy

A 4

Definition
(Policy Grammar)

. Comman
Retrieve

State Call out

Notify

Managed
Resource
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Autonomic Manager vocabulary: Touchpoint Autonomic Managers
and Orchestrating Autonomic Managers

Some AMs manage 1S _T1 _E I
. Autonomic lanager
resources directly,

others manage AMs m Orchestrating AM
K

S = E ] S = E ]
K K
Managed

Managed
Resource Resource

Touchpoint
AM

Managed
Resource

Managed
Resource

Managed
Resource
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Assembling storage components: Business Continuity and

Provisioning

Storage Managci/

" S

Scope: gold transactions
Precondition: 8am to 8pm,

data size < 1MB
Decision: 95% reads < 10 ms
Biz Value: very high

E ™

Scope: gold transactions
Precondition: 8am to 8pm,

data size < 1MB
Decision: 95% reads < 10 ms
Biz Value: very high

Storage Provision

1 S 1 E

F

Autonomic Manager

Storage
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Scope: storage
devices
Precondition:
8am to 8pm,
Decision: log file
synch every 5
mins

Biz Value: very
high

y

Scope: storage devices
Precondition: 8am to 8pm,
Decision: Recovery within 15 mins
Biz Value: very high

Storage Recovery Manager

S 1 E ™

Storage Backup Managers
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Toward an Autonomic, Policy-driven System

Autonomic
Adaptive

Predictive

Managed

Level1 : Level2 : Level3 : Level4 : Level5

Static Code  Parameterized Scripts Resource Cross-resource

« Unable to Code (current state Policies System

tailor the « Tailoring of most - Declarative Policies

behavior of possible, but customers) version of = Declarative,

the resource requires = Automate monitor and cross-resource
manual effort set of actions react scripts specificiation
and of intentions

*Programming =No

monitoring skill required programming
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Toward an Autonomic, Policy-driven Systems

Static Code

I

—

Parameters to configure a resource

Scripts manage a resource

Action policies manage a resource

Goal policies manage a resource (T oy -

o bk~ D

Goal policies manage resources

s M E
Autonomic Manager

Storage Database
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Summary

‘ ‘ IBM’s autonomic computing initiative will become its most important

Gartner cross-product initiative—Thomas Bittman, Gartner Group , ,
insight for the connected world
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